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Abstract

In this work we apply and extend the in-medium no-core shell model (IM-NCSM), which
is a combination of the multi-reference in-medium similarity renormalization group (IM-
SRG) and the no-core shell model (NCSM). The IM-NCSM contains the best features
of both methods, i.e., the exact diagonalization of the NCSM giving direct access to
ground-state and excited-state properties and the multi-reference state decoupling of
the IM-SRG accelerating the convergence of the NCSM diagonalization. Therefore, the
IM-NCSM is a very powerful method to investigate properties of open-shell medium-mass
nuclei in the sd-shell and beyond.
We have used the IM-NCSM to compute scalar and non-scalar observables for a large
range of even and odd isotopes in the oxygen, carbon and neon isotopic chains with
a new family of chiral interactions consisting of nucleon-nucleon (NN) interactions by
Entem, Machleidt and Nosyk and three-nucleon (3N) interactions by Hüther et al. This
includes a full estimation of many-body and interaction uncertainties. The latter are
estimated using a model based on Bayesian statistics. With these interactions we obtain
converged results for ground-state energies, spectra, charge radii, and electromagnetic
observables for even and odd isotopes of the aforementioned isotopic chains. In compar-
ison with experimental results the new family of interactions gives good results for all
scalar observables, even for the fully open-shell neon isotopes.
Since we systematically underestimate electric quadrupole transition strengths of oxygen
and neon isotopes we extended the IM-NCSM by a leading-order three-body correction
(LOTC) for the inclusion of induced three-body terms. This correction alone does not
solve the underlying problem of underestimated transition strengths, but it can be used
as a tool to obtain an error estimate when neglecting induced three-body contributions.
With the LOTC a corner stone for future research in the IM-NCSM is set.
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Zusammenfassung

In dieser Arbeit haben wir das In-Medium No-Core Shell Model (IM-NCSM) als Kombi-
nation aus der Multi-Reference In-Medium Similarity Renormalization Group (IM-SRG)
und dem No-Core Shell Model (NCSM) angewendet und erweitert. Das IM-NCSM
enthält die besten Aspekte beider Modelle, das heißt die exakte Diagonalisierung des
NCSM, welche einen direkten Zugang zu Eigenschaften von Grundzuständen und an-
geregten Zuständen ermöglicht, und die Multi-Referenz Entkopplung der IM-SRG, die
das Konvergenzverhalten der NCSM Diagonalisierung beschleunigt. Daher ist das IM-
NCSM eine sehr mächtige Methode, um Eigenschaften von mittelschweren Kernen mit
offenen Schalen bis in die sd-Schale und darüber hinaus zu untersuchen.
Wir haben das IM-NCSM mit einer neuen Familie chiraler Wechselwirkungen, die aus
Nukleon-Nukleon (NN) Wechselwirkungen von Entem, Machleidt und Nosyk und Drei-
Nukleon (3N) Wechselwirkungen von Hüther et al. besteht, verwendet, um skalare und
nicht-skalare Observablen für eine Reihe von geraden und ungeraden Isotopen in der
Sauerstoff-, Kohlenstoff- und Neon-Isotopenkette zu berechnen. Die Rechnungen enthal-
ten eine vollständige Bestimmung von Vielteilchen- und Wechselwirkungsunsicherheiten.
Letztere werden mit einem auf Bayes’scher Statistik beruhenden Modell abgeschätzt.
Mit diesen Wechselwirkungen erhalten wir konvergierte Ergebnisse für Grundzustandsen-
ergien, Spektren, Ladungsradien sowie elektromagnetische Observablen für gerade und
ungerade Isotopen der vorgenannten Isotopenketten. Im Vergleich mit experimentellen
Ergebnissen liefert die neue Wechselwirkungsfamilie unter Verwendung des IM-NCSM
gute Ergebnisse für alle skalaren Observablen, auch für Neon-Isotope mit vollständig
offenen Schalen.
Da wir systematisch elektrische Quadrupol-Übergangsstärken in Sauerstoff- und Neon-
Isotopen unterschätzen, haben wir das IM-NCSM um eine Dreiteilchen-Korrektur in
führender Ordnung (LOTC) erweitert. Diese Korrektur alleine löst nicht das zugrun-
deliegende Problem unterschätzter Übergangsstärken, kann jedoch als Werkzeug einge-
setzt werden, um eine Fehlerabschätzung für die Vernachlässigung induzierter Dreiteil-
chenbeiträge zu erhalten. Mit dem LOTC wurde ein Grundstein für weitere Forschungen
im IM-NCSM gelegt.
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1. Introduction

The main focus of theoretical nuclear structure physics is to explore the properties of
nuclei in the low-energy regime across the nuclear chart. The nucleus consists of protons
and neutrons, which can be described by the theory of the strong interaction, quantum
chromodynamics (QCD) [PS95]. Since quarks and gluons are the underlying degrees of
freedom of protons and neutrons, the interaction between nucleons is not fundamental.
The key problems in the description of a nucleus are the derivation of a Hamiltonian and
the solution of the many-body Schrödinger equation, which are both not trivial. The
description of a nuclear Hamiltonian from QCD directly is possible using lattice QCD
approaches [Bea+06; IAH07; Ino+10] but not practicable due to the non-perturbative
nature in the low-energy regime as consequence of the so-called confinement. After
attempts to adapt QCD inspired quark models [Pan87; Har81a; Har81b; EFV00], which
are not fundamental, a breakthrough was reached by the introduction of a chiral effective
field theory (χ-EFT) built on low-energy QCD, which is formulated in a perturbative
approach. Following the idea of Weinberg [Wei79], the most general Lagrangian in
accordance with symmetries of QCD, especially the broken chiral symmetry, is written
down. In the low-energy regime pions as Goldstone bosons and nucleons are the relevant
degrees of freedom instead of quarks and gluons. The existence of these Goldstone
bosons indicates that the chiral symmetry is broken spontaneously. Furthermore, this
symmetry is also broken explicitely due to non-vanishing quark masses [ME11].
In chiral perturbation theory the effective Lagrangian is formulated including the dy-
namics between pions, interactions between pions and nucleons and interactions among
nucleons. Since the number of terms in the effective Lagrangian is infinite, a power
counting scheme is applied by analyzing the contributions in terms of powers of small
external momenta over the large scale (Q/Λχ)

ν , where Q is a generic momentum, Λχ
is the so-called symmetry breaking scale, and ν is the chiral order. With this scheme,
the number of diagrams for every chiral order is finite [Wei90; ME11]. The first order
in this power counting scheme at ν = 0 is the leading order (LO), followed by the next-
to-leading order (NLO, ν = 2) and next-to-next-to-leading order (N2LO, ν = 3) and so
on. The order ν = 1 vanishes due to parity and time-reversal invariance [ME11]. Addi-
tionally, in the power counting scheme from N2LO on, three-nucleon (3N) forces occur
[Kol94; Epe+02]. These appear only in higher orders and are therefore suppressed com-
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pared to NN forces, but it has been shown that 3N interactions are necessary to close the
discrepancy to experimental results [KE07]. An advantage of chiral perturbation theory
is that with each order new terms enter the theory making it systematically improvable.
The contributions of these interactions include low-energy constants (LECs), which can
be determined by fits to experimental data [Hüt+20].
For a long time chiral NN interactions at N3LO by Entem and Machleidt [EM02] sup-
plemented with local 3N interactions [Nav07] at N2LO have been used, which systemati-
cally underestimate nuclear charge radii [Som+14; Bin+14; CBN15; Lap+16]. With this
behavior in mind, new interactions like the NNLOsat interactions [Eks+15] have been de-
veloped, which corrects radii. Other available NN forces are semi-local coordinate space
(SCS) and momentum space (SMS) interactions [EKM15a; EKM15b] and non-local in-
teractions by Entem, Machleidt and Nosyk (EMN) [EMN17]. The advantage of these
interactions compared to the NNLOsat, for example, is the availability of several orders,
which opens the possibility to quantify interaction uncertainties. One approach to es-
timate chiral interaction uncertainties by Epelbaum, Krebs and Meißner [EKM15a] has
been used successfully [EKM15b; Bin+16; Bin+18]. Another scheme based on Bayesian
statistics was developed by the BUQEYE collaboration [Fur+15; MWF17; Mel+19]. In
this work, the interactions of Entem, Machleidt and Nosyk are used together with non-
local 3N interactions at N2LO and N3LO [Epe+02; Heb+15] by Epelbaum and Hebeler.
These interactions were recently optimized in our group to describe nuclear observables,
especially in the medium-mass regime more accurately [Hüt+20]. Ongoing research on
new families of interactions is performed within the low energy nuclear physics interna-
tional collaboration (LENPIC) in order to construct consistent NN and 3N interactions
and exchange currents for the semi-local SMS and SCS interactions [Epe+19; Mar+21].
After the Hamiltonian is constructed we have to solve the many-body Schrödinger equa-
tion, which is not possible without approximations. Over the past decade different many-
body methods have been developed. First of all, we mention the free-space similarity
renormalization group (SRG) [BFP07; BFS10; RNF10; Rot+14], which pre-diagonalizes
the Hamiltonian by a decoupling of low and high momenta in order to improve the
convergence behavior in ab initio calculations.
Regarding the solution of the nuclear Schrödinger equation, several methods have been
developed over the past years. Two prominent representatives of shell-model approaches
are the no-core shell model (NCSM) [Nav+07; Nav+09; BNV13] and the valence-space
shell model (VSSM) [Kuo66; Cau+05; Cor+14]. Both methods solve an eigenvalue
problem using a model space, which is constructed by a basis and the truncation of the
many-body Hilbert space. The advantage is that the eigenvalues of the Hamiltonian can
be computed directly making it possible to obtain ground- and excited-state observables.
The difference between the NCSM and VSSM is that all nucleons in the NCSM are
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considered as active degrees of freedom, while in the VSSM a subset of the nucleons are
placed on fixed single-particle states, which is described as frozen core. The NCSM is
very successful and widely used in ab initio structure physics, but the basis dimension
and computing effort grow tremendously with the particle number of the considered
nucleus. This restriction was relaxed up to nuclei in the p- and lower sd-shell with the
introduction of an importance-truncated version of the NCSM, also called IT-NCSM
[RN07; Rot09].
Other theory approaches are the self-consistent Green’s functions method [DB04; CBN13],
the coupled-cluster approach [Hag+07; Hag+08; Hag+14; Bin+14; Sig+15; Hag+16]
and the in-medium similarity renormalization group (IM-SRG) [TBS11; TBS12; Her+16;
Her16]. These methods are better suited for the desciption of medium-mass nuclei, since
their truncation patterns are conceptionally different, i.e., the scaling with respect to
the particle number is not as strong compared to the shell-model approaches. The dis-
advantage is that these methods in their basic formulation are restricted to ground-state
observables and closed-shell nuclei.
The IM-SRG was introduced by Tsukiyama et al. [TBS11] and uses the SRG approach
for a unitary transformation of the Hamiltonian in such a way that a reference state,
like a single Slater determinant, is decoupled from all particle-hole excitations. If the
reference state is a single Slater determinant we talk about the single-reference IM-SRG,
which is restricted to ground-state observables and the description of closed-shell nuclei
only is possible [TBS11]. For the description of open-shell nuclei the multi-reference
IM-SRG was proposed by Hergert et al. [Her+13a; Her+14] and used together with
Hartree-Fock-Bogoliubov reference states for the description of even oxygen, calcium and
nickel isotopes. In order to compute excited state observables using the IM-SRG, three
different approaches are possible. One is the equation-of-motion approach of the IM-
SRG [PMB17], the second is the valence-space IM-SRG [Str+16; Miy+20] and the third
is the combination of the multi-reference IM-SRG with the NCSM giving the so-called
IM-NCSM, which has been proposed in [Geb+17]. The IM-NCSM can be described as a
hybrid method, which overcomes the shortcomings of both methods. In the IM-NCSM
a correlated multi-determinantal reference state is computed and used for a transfor-
mation of the Hamiltonian. The consequence is that in a post-NCSM diagonalization
the convergence accelerated. This framework has been successfully applied [Geb+17;
Geb17; Vob20; Hüt+20; DAl+20; Fro+22a]. The IM-NCSM has also been extended
with the so-called Magnus formulation [Mag54] making it possible to transform electro-
magnetic operators. Furthermore, the calculation of nuclei with odd mass numbers is
possible [Vob20]. Another extension affecting the IM-NCSM is the availability of differ-
ent single-particle bases like the Hartree-Fock or natural orbital basis [Tic+19; Hop+21].
Especially the latter significantly accelerates the convergence of the IM-NCSM.
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In this work we employ the IM-NCSM framework using a new family of chiral interac-
tions [Hüt+20] for the exploration of properties of open- and closed-shell medium-mass
nuclei. For the first time we compute scalar and non-scalar observables in the IM-NCSM
framework with fully quantified many-body and interaction uncertainties. Furthermore,
we present an approach for the inclusion of induced three-body interactions in the IM-
NCSM.
The organization of this thesis is the following: In chapter 2 we explain the concepts
of the NCSM including the importance truncation and different single-particle bases.
Afterwards, we discuss the theory of normal-ordering and its importance for the IM-SRG
framework in chapter 3. Chapter 4 is about the theoretical foundations of the free-space
SRG. In chapter 5 we deal with the basics of the IM-SRG framework including the
Magnus formulation of the flow-equations. Furthermore, we show the equations used
for the solution of the IM-SRG in the so-called m-scheme, followed by the theory of
angular momentum coupling. After this we discuss the j-coupled equations of the IM-
SRG for scalar and non-scalar observables. We finish the chapter with a description of
the generators used in the IM-SRG framework. In chapter 6 we discuss the derivation of
a novel approximation for the inclusion of induced three-body contributions into the IM-
SRG framework. Chapter 7 shows the basics of the IM-NCSM including an approach
to access odd nuclei and the construction of the radius operator and electromagnetic
multipole operators. We finish this chapter with a description of the Hamiltonians we
use for the IM-NCSM calculations followed by a discussion of the uncertainty estimation.
In chapter 8 we present our results from IM-NCSM calculations of open- and closed-shell
nuclei in the oxygen, carbon, and neon isotopic chain. After this we show and discuss
the results obtained by the three-body correction for the IM-NCSM followed by a short
conclusion and outlook, which is presented in chapter 9.
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2. The No-Core Shell Model

In this chapter we introduce the no-core shell model (NCSM) as an ab initio many-
body method. After the discussion of its basic ingredients and the use of symmetries,
we address the importance truncated NCSM as an extension of the standard NCSM.
Finally, different bases for the NCSM are introduced and compared to each other.

2.1. Basic Concepts and Symmetries

The ab initio NCSM is a universal method to solve the nuclear many-body problem for
light nuclei using realistical two- and two- plus three-body potentials [Nav+09; BNV13].
Formally, in a basic assumption, a system of A point-like non-relativistic interacting
nucleons is considered. These nucleons are considered active meaning that no inert core
exists compared to standard shell-model calculations. The NCSM is used to solve the
stationary Schrödinger equation

Ĥ |ψn⟩ = En |ψn⟩ , (2.1)

where Ĥ is the Hamiltonian with the eigenvalue En and the eigenstate |ψn⟩. In this
work, we use a Hamiltonian, which consists of an intrinsic kinetic energy T̂int, a nucleon-
nucleon (NN) interaction VNN and a three-nucleon (3N) interaction V3N

Ĥ = T̂int + V̂ [2] + V̂ [3] =
1

A

∑
i<j

(
p̂i − p̂j

)2
2m

+

A∑
i<j

VNN,ij +

A∑
i<j<k

V3N,ijk, (2.2)

where p̂i is the single-particle momentum, A is the number of nucleons and m is the
nucleon mass.
The eigenstates are expanded in an orthonormal basis of A-body states |ϕi⟩,

|ψn⟩ =
∑
i

c
(n)
i |ϕi⟩ , (2.3)
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where c
(n)
i denotes the expansion coefficient. The Schrödinger equation can then be

rewritten as a matrix eigenvalue problem, which is solved numerically

∑
i

⟨ϕj | Ĥ |ϕi⟩ c(n)i = Enc
(n)
j . (2.4)

The basis states |ϕi⟩ are antisymmetrized A-body product states known as Slater deter-
minants

|ϕi⟩ = |p1p2 . . . pA⟩ =
√
A!Â

(
A∏
i=1

|pi⟩

)
, (2.5)

where Â is the antisymmetrizer and |pi⟩ are single-particle states. These Slater determi-
nants form a basis BA of the antisymmetric A-body Hilbert space. Each single-particle
state can be written as

|p⟩ = |n(ls)jmjtmt⟩ , (2.6)

where n is the radial quantum number, l denotes the orbital angular momentum, s is the
spin, j is the total ls-coupled angular momentum, mj refers to the projection of j, t is
the isospin and mt its projection. For sake of simplicity, we ommit the spin s and isospin
t quantum numbers, which are both 1

2 for nucleons. Since we are not able to handle an
infinite A-body model space, truncations for the many-body space are introduced, e.g.
with respect to the principal quantum number e = 2n+ l, where the harmonic oscillator
single-particle energy is given by ϵ =

(
e+ 3

2

)
h̄Ω.

In the NCSM, the model space is truncated by an upper limit on the excitation energy
of each many-body basis state, Nmaxh̄Ω. For the explanation of this truncation scheme
we define the energy of a Slater determinant e(|ϕi⟩) as the sum of all single-particle
energies. Further, we define the basis determinant |ϕ0⟩ as the configuration with the
lowest principal quantum number e(|ϕ0⟩). If we now define the number of excitation
quanta as N = E∗

h̄Ω , where E∗ = e(|ϕi⟩)− e(|ϕ0⟩) is the unperturbed excitation energy of
a Slater determinant |ϕi⟩, the Nmax truncated model space can be written as

MNmax = span
({

|ϕNi ⟩ : N(|ϕi⟩) ≤ Nmax
})
. (2.7)

The Nmax truncation scheme of the NCSM is illustrated in Fig. 2.1 with 12C as example.
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e=0

e=2
e=3

e=1
1s

1p
1s, 2d

2p, 1f

Fig. 2.1.: Schematical illustration of the truncation scheme in the NCSM that is used for an Nmax-
truncated model space. On the left side, the configuration of 12C is shown, where the 1s
and 1p shell are filled up by 6 protons and 6 neutrons. On the right side, an example for a
Slater determinant with N=4 harmonic oscillator excitation quanta is shown belonging to a
model-space with Nmax ≥ 4.

The model-space dimension can be further reduced by taking symmetries of the Hamil-
tonian like rotational invariance and parity conservation into account. The consequence
of the rotational invariance is that the eigenstates of the Hamiltonian are degenerate
with respect to the projection quantum number MJ , which is additive and given by

MJ =

A∑
i=1

mji . (2.8)

We can restrict the model space to a specific value of MJ , where the smallest allowed
value is MJ = 0 for even and MJ = 1

2 for odd particle numbers. Furthermore, the parity
conversation leads to another reduction of the model-space size since we restrict it to
positive or negative parity basis states only. The parity Π of a Slater determinant can
be written as

Π =
A∏
i=1

(−1)li . (2.9)

Using this parity we usually restrict the model space to basis states of natural parity,
which is predicted for the ground state by the naive shell model. Since eigenstates
with even and odd number of excitation quanta contain opposite parities the truncation
parameter Nmax has to be increased in steps of two.
Another symmetry of the Hamiltonian is translational invariance, which can be used
for the harmonic oscillator (HO) basis in the NCSM. This basis gives the possibility to
separate intrinsic and center-of-mass degrees of freedom. We are able to factorize the
eigenstates into an intrinsic part |ψint⟩ and a center-of-mass part |ψcm⟩
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|ψ⟩ = |ψint⟩ ⊗ |ψcm⟩ . (2.10)

From the translational invariance of the Hamiltonian it follows that the intrinsic proper-
ties of the system are not affected by the center-of-mass part of the Hamiltonian. This
allows to subdivide the Hamiltonian into an intrinsic Ĥint and a center-of-mass part Ĥcm

[Nav+09]. The center-of-mass Hamiltonian is given by

Ĥcm =
P̂ 2

2mA
+
mAΩ

2
R̂

2 − 3

2
h̄Ω, (2.11)

where m is the nucleon mass and R̂ and P̂ are the center-of-mass coordinate and mo-
mentum.
The energy spectrum contains center-of-mass excitations. To cancel these out, we follow
the method of [RGP09]. The total Hamiltonian can be written as

Ĥ = Ĥint + λĤcm, (2.12)

where λ is a positive constant controlling the strength of the center-of-mass part. This
is necessary to shift eigenstates with an excited center-of-mass part to higher energies
to remove these contributions from the lower-energy part of the spectrum.
In practical NCSM calculations we are interested in the computation of different ob-
servables like ground-state and excited-state energies. These are computed as function
of Nmax, where we aim for convergence. With increasing values of Nmax, the model-
space size also increases factorial depending on the particle number A and the number
of excitation quanta Nmax. Since we are only interested in the lowest-lying eigenstates,
we are using a Lanczos-type algorithm [Lan50] for the diagonalization reducing the
computational effort and making calculations for large model spaces up to 109 possible
[MVS09]. But since these large model-space sizes are reached even for light nuclei, the
NCSM is limited to nuclei with mass numbers A ≤ 16 [Bin+18].
Due to the direct access to the eigenstates of the total Hamiltonian we are able to
compute ground-state energies and low-lying excited energies. Furthermore, the NCSM
can access other observables like charge radii and electromagnetic transition strengths
and moments.
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2.2. Importance Truncation

The importance-truncated NCSM (IT-NCSM) [Rot09] is a possibility to overcome the
model-space limitations of the NCSM. It introduces an importance measure for a selec-
tion of the physically most important basis states for a description of specific eigenstates
according to the properties of the Hamiltonian. Only these basis states are selected to
construct a new model-space with a much lower dimension. Therefore, we can use the
IT-NCSM to obtain results with a larger Nmax value and also to access heavier nuclei.
The importance-truncation is constructed by using the multi-configurational many-body
perturbation theory (MCPT) [RSS03; Sur+04]. The starting point is the full NCSM
model space M, which is spanned by a basis set {|ϕν⟩}. We need to construct a refe-
rence model space Mref with |ψref⟩ as a zeroth-order approximation for the eigenstate of
interest. MCPT is then used to compute leading-order corrections to the reference state
|ψref⟩, where we need to split the full Hamiltonian Ĥ into an unperturbed part Ĥ0 and
a perturbed part Ŵ . With the reference state |ψref⟩ as starting point, the unperturbed
Hamiltonian can be written as

Ĥ0 = ϵref |ψref⟩ ⟨ψref|+
∑

ν /∈Mref

ϵν |ϕν⟩ ⟨ϕν | , (2.13)

where ϵref = ⟨ψref| Ĥ |ψref⟩ is the expectation value of the full Hamiltonian and ϵν are
the unperturbed energies coming from the Møller-Plesset formulation of MCPT with
ϵν = ϵref + ∆ ϵν . The perturbation Ŵ is defined as Ŵ = Ĥ− Ĥ0 and the zeroth-order
contribution to the perturbation series is the reference state itself. The perturbation
comes into the first-order correction, which can be written as

|ψ(1)⟩ = −
∑

ν /∈Mref

⟨ϕν | Ŵ |ψref⟩
ϵν − ϵref

|ϕν⟩ = −
∑

ν /∈Mref

⟨ϕν | Ĥ |ψref⟩
ϵν − ϵref

|ϕν⟩ , (2.14)

where κν = − ⟨ϕν |Ĥ|ψref⟩
ϵν−ϵref is the so-called importance measure. Only basis states with an

importance measure |κν | > κmin are included in the importance-truncated model space.
Since we are interested in a Nmax sequence to show the convergence behavior of the
model-space size we combine the sequential increase of Nmax with the importance trun-
cation. Let us start with a full NCSM calculation in a Nmax = 2 model-space. From
this eigenstate we can construct the importance-truncated Nmax = 4 space and solve the
NCSM again to obtain a new reference state. This can be used to obtain the importance-
truncated Nmax = 6 reference space and so on. From a computational point of view the
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most challenging part of the IT-NCSM is the construction of the importance-truncated
model-space. The diagonalization on the other hand is much cheaper compared to the
full NCSM calculation due to the fact that the importance-truncated space is much
smaller. In this work we use an importance measure κmin, which is of the order 10−4.
For taking the effect of κmin into account we compute a sequence of increasing κmin

values. Afterwards, to obtain the full NCSM result we perform an a posteriori extrapo-
lation to the limit of κmin → 0 for each value of Nmax with an uncertainty estimation for
the desired observables. The extrapolation is performed by using a polynomial fit for a
sequence of observables for different values of κmin.

2.3. The NCSM in Different Single-Particle Bases

As we have seen, the original formulation of the NCSM uses the harmonic oscillator
single-particle basis. A disadvantage of the harmonic oscillator basis is the assymptotic
behavior of the harmonic oscillator wavefunctions, which can result in a slow Nmax

convergence. Furthermore, the observables depend on the oscillator frequency h̄Ω. For
obtaining converged results, a computationally demanding frequency analysis has to be
performed for each nucleus of interest. To avoid this procedure, two alternative single-
particle bases will be presented in this section. These are the Hartree-Fock basis and
the natural orbital basis, where especially the latter one accelerates the convergence of
the (IT)-NCSM [Tic+19].

The Hartree-Fock Basis. In nuclear structure physics and quantum chemistry, the
Hartree-Fock approximation is a standard tool and therefore we will not cover it by
extend here but details of the Hartree-Fock method and its construction can be found
in [RS80; Suh07].
The Hartree-Fock approximation is a variational calculation for the ground state of a
nucleus. We use one single Slater determinant |ϕ⟩, where the single-particle states are
the variational degrees of freedom. The starting point is the mean-field approximation,
i.e., each nucleon is moving in an external field created by the other A − 1 nucleons.
Using this approximation, the energy of |ϕ⟩ is minimzed by solving non-linear Hartree-
Fock equations iteratively until self-consistency is reached. This means that the single-
particle states of |ϕ⟩ do not change anymore during the next iterations. When reaching
convergence, the eigenstates and energies of the self consistent mean-field are obtained.
The Hartree-Fock optimized single particle basis is widely used in methods, where pro-
perties of medium-mass nuclei are computed, like the single-reference IM-SRG [Her+16]
or coupled-cluster theory [Hag+14; Hag+16].
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The Natural Orbital Basis. Another useful basis for the NCSM are natural orbitals,
which are the eigenvectors of a one-body density matrix.
The great advantage of this basis is that the dependency on h̄Ω is removed and the
Nmax convergence behavior is improved. While there are many ways to construct the
one-body density matrix Tichai et al. have found that a second-order corrected one-body
density matrix can be efficiently derived using Hartree-Fock many-body perturbation
theory [Tic+19]. This method is computational much easier to apply compared to the
calculation of a fully correlated ground state from the NCSM, where a large model-
space is needed. Another advantage is that the occupied and the unoccupied single-
particle states contribute to the correlated ground state and the one-body density matrix.
Therefore, all single-particle states are optimized during the calculation.
More details on natural orbitals like their construction and a comparison of different
NCSM calculations using the HO and Hartree-Fock basis can be found in [Tic+19]. The
outstanding properties of the natural orbital basis allow us to use the IM-NCSM more
efficiently, which is a reason why we use this basis mostly for our calculations within this
work. More about that can be found in the results chapter 8, where we investigate the
behavior of the Hartree-Fock and natural orbital basis in comparison to each other.
Note that in other single-particle bases the factorization of the intrinsic and center-of-
mass contributions is not correct anymore and only recovered for the exact solution of
the NCSM using an infinite value of Nmax. Due to this problem we have to choose the
strength of the center-of-mass part λ large enough to shift the center-of-mass eigenstates
upwards but as small as possible that its action on the intrinsic eigenstates is minimal.
Using NCSM calculations it has been found out that the optimal value for λ ranges
between 0.2 and 1.0 [Vob20].
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3. Normal Ordering and the Wick Theorem

In this chapter, we will discuss normal ordering with respect to different A-body states.
Normal ordering with respect to a non-trivial reference state offers the possibility to ap-
proximately take operators beyond the two-body rank into account. To perform normal
ordering, an A-body reference state is needed. In this work we will present normal or-
dering with respect to three types of reference states. The physical vacuum |0⟩, a single
Slater determinant |Φ⟩ (single-reference) and a linear combination of Slater determinants
|Ψ⟩ (multi-reference). Further, normal ordering with respect to the vacuum is a special
case of the single-reference case, which is in turn a special case of the multi-reference
case. This work mainly focusses on the multi-reference case and we follow formalism of
Kutzelnigg and Mukherjee [KM97].

3.1. Normal Ordering With Respect to the Vacuum

We will start with the following definition [SB09; Wic50]:

Definition 3.1: Normal Ordering with Respect to the Vacuum

A product of fermionic operators is in normal order with respect to the vacuum |0⟩
if all creation operators â†p are to the left of all annihilation operators âp.

First, we introduce an abbreviation for the creation operator âp := â†p, where the an-
nihilation operator is denoted as âq. Further, let us define a normal-ordering operator
{Â1Â2...Ân}|0⟩, which brings a product of creation and annihilation operators into a nor-
mal ordered form with respect to the vacuum with a phase factor due to the permutation
of the operators. Now, we show how the normal-ordering operator acts on a product of
fermionic operators {Â1Â2...Ân}. Note that the index refers to the reference state. Each
of the fermionic operators represents a creation operator âp or an annihilation operator
âq

{Â1Â2...Ân}|0⟩ := sgn(π)Âπ(1)Âπ(2)...Âπ(n), (3.15)

where sgn(π) denotes the sign of the permutation πϵ(1, 2, ..., n), which is needed to bring
the operator product into normal order. The normal-ordering operator additionally has
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the following properties:

1. Linearity:

{Â1Â2...Âi(µB̂ + Ĉ)Âi+1...Ân}|0⟩ = µ{Â1Â2...ÂiB̂Âi+1...Ân}|0⟩
+ {Â1Â2...ÂiĈÂi+1...Ân}|0⟩

2. Mapping of the identity operator onto itself in the antisymmetric Fock space

3. Antisymmetry under transposition of two different operators:

{Â1Â2...ÂiÂj ...Ân}|0⟩ = −{Â1Â2...ÂjÂi...Ân}|0⟩

Another property of operators normal ordered with respect to the vacuum is that their
vacuum expectation value vanishes

⟨0| {Â1Â2...Ân} |0⟩ = 0. (3.16)

In order to transform a product, which is not in normal order into a normal-ordered
product of fermionic operators we can use the following anticommutator relations:

{âp, âq} = δpq , {âp, âq} = 0, {âp, âq} = 0 (3.17)

Since this procedure can be very time consuming, we will employ Wick’s theorem, which
will be presented in the next section.
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3.2. Normal Ordering With Respect to a Single-Reference
State

In this section we describe how to use the normal-ordering technique with respect to
a single Slater determinant in a particle-hole formalism. Let |Φ⟩ be an A-body single-
determinantal reference state

|Φ⟩ =
A∏
i=1

âi |0⟩ . (3.18)

First of all we want to define the basis and notation of the particle-hole formalism.

Definition 3.2: Basis and Notation of the Particle-Hole Formalism

An orthonormal basis {âp |0⟩ : p = 1, 2, ...} of the one-body Hilbert space is formed
by occupied hole states âi and unoccupied particle states âb, which fulfill when
acting on the reference state |Φ⟩

âi |Φ⟩ = 0 with i = 1, 2, ..., A (3.19)

and

âb |Φ⟩ = 0 with b > A. (3.20)

The indices i, j, k, ... are hole and b, c, d, ... are particle indices. Furthermore, âi and
âb are quasiparticle annihilators and âi and âb are quasiparticle creators.

Now we can reformulate the definition of normal ordering with respect to a single-
reference state |Φ⟩.

Definition 3.3: Normal Ordering with Respect to a Single-Reference State

A product of operators is in normal order with respect to a single-reference state
|Φ⟩, if all quasiparticle creators are to the left of all quasiparticle annihilators.

Like in the section before we can now introduce a normal-ordering operator {Â1Â2...Ân}|Φ⟩

with respect to a single-reference state |Φ⟩, which fulfills the same three properties as in
the vacuum case. This is a special case of an empty single-reference state. One important
property of operators in single-reference normal order (SR-NO) is that their expectation
value with respect to |Φ⟩ vanishes

15



⟨Φ| {Â1Â2...Ân}|Φ⟩ |Φ⟩ = 0. (3.21)

We can now formulate Wick’s theorem with respect to a given single-reference state
[Wic50].

Theorem 3.1: Wick’s Theorem

An arbitrary product of fermion operators is equal to the corresponding normal-
ordered product plus all possible contractions.

Â1Â2...Ân = {Â1Â2...Ân}|Φ⟩ +
∑

contractions

{Â1Â2...Ân}|Φ⟩ (3.22)

A contraction between two operators Â1 and Â2, which is a complex number can be writ-

ten as Â1Â2. Now, let us use Wick’s theorem to compute the product of two operators
Â1 and Â2

Â1Â2 = {Â1Â2}|Φ⟩ + Â1Â2, (3.23)

where we used the convention {Â1Â2}|Φ⟩ for a product in SR-NO. Using Eq. (3.21), we
obtain

Â1Â2 = ⟨Φ| Â1Â2 |Φ⟩ . (3.24)

Now we can define a contraction between a creator and an annihilator as hole contraction

âpâq = ⟨Φ| âpâq |Φ⟩ = γpq , (3.25)

which is the one-particle density matrix element γpq with respect to the reference state.
The particle contraction is, therefore, a contraction between an annihilator and a creator

âqâ
p = ⟨Φ| âqâp |Φ⟩ = γ̄pq , (3.26)

corresponding to an one-hole density matrix element γ̄pq . Further, it is worth mentioning
that a contraction between either two creators or two annihilators vanishes. For the
single-reference case the one-particle and one-hole densities can be written as

γpq = δpqnp, (3.27)

γ̄pq = δpq (1− np) = δpq n̄p, (3.28)
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where the particle occupation number np is introduced and defined as

np :=

1, if p is occupied in |Φ⟩

0, else.
(3.29)

Taking a closer look into non-vanishing contractions, the contributions of a contraction
only do not vanish if both indices are hole indices or if both indices are particle indices.
Since we only use products of the same number of creation and annihilation operators,
which are particle number conserving, we introduce the following short-hand notation
for operators

âpq = âpâq, â
pr
qs = âpârâsâq, â

prt
qsu = âpârâtâuâsâq. (3.30)

Usually, these operators are normal ordered with respect to the vacuum so we transform
them into operators in SR-NO using theorem 3.1. We obtain for the one-body operator

âpq =
{
âpq
}
|Φ⟩ + γpq . (3.31)

Applying Wick’s theorem for a two-body operator leads to

âprqs =
{
âprqs
}
|Φ⟩ + γpq {ârs}|Φ⟩ + γrs

{
âpq
}
|Φ⟩ − γps

{
ârq
}
|Φ⟩

− γrq {âps}|Φ⟩ + γpqγ
r
s − γpsγ

r
q .

(3.32)

Finally, we obtain for a three-body operator

âprtqsu =
{
âprtqsu

}
|Φ⟩ + γpq

{
ârtsu
}
|Φ⟩ − γrq

{
âptsu
}
|Φ⟩ − γtq {âprsu}|Φ⟩ − γps

{
ârtqu
}
|Φ⟩

+ γrs
{
âptqu
}
|Φ⟩ − γts

{
âprqu
}
|Φ⟩ − γpu

{
ârtqs
}
|Φ⟩ − γru

{
âptqs
}
|Φ⟩ + γtu

{
âprqs
}
|Φ⟩

+ γprqs
{
âtu
}
|Φ⟩ + γptqu {ârs}|Φ⟩ + γrtsu

{
âpq
}
|Φ⟩ − γprqu

{
âts
}
|Φ⟩ − γprus

{
âtq
}
|Φ⟩

− γptqs {âru}|Φ⟩ − γptsu
{
ârq
}
|Φ⟩ − γrtsq {âpu}|Φ⟩ − γrtqu {âps}|Φ⟩ + γprtqsu,

(3.33)

where

γprqs = γpqγ
r
s − γpsγ

r
q (3.34)

and

γprtqsu = γpqγ
r
sγ

t
u + γpsγ

r
uγ

t
q + γpuγ

r
qγ

t
s − γpsγ

r
qγ

t
u − γpuγ

r
sγ

t
q − γpqγ

r
uγ

t
s. (3.35)
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3.3. Normal Ordering With Respect to a Multi-Reference State

In this section we will introduce the generalized Wick theorem for normal ordering with
respect to a multi-reference state. This is necessary because normal ordering with respect
to a single-reference state is limited to closed-shell nuclei [KM97]. A multi-reference state
is a linear combination of Slater determinants. For this section we say that Hn is a finite
subspace of the A-body Hilbert space H and |Φi⟩ is a complete orthonormal basis set of
Hn. Further, |Ψ⟩ ∈ Hn is a normalized A-body state with complex coefficients ci and
Slater determinants |Φi⟩

|Ψ⟩ =
n∑
i=1

ci |Φi⟩ , (3.36)

with respect to which we want to perform normal ordering.
Since a particle-hole scheme is not defined for multi-reference states |Ψ⟩, we have to
define normal order in terms of a Wick theorem.

Definition 3.4: Normal Ordering with Respect to a Multi-Reference State

A product of operators {Â1Â2...Ân} is normal ordered with respect to |Ψ⟩ if the
expectation value of this product of operators with respect to |Ψ⟩ vanishes.

⟨Ψ| {Â1Â2...Ân} |Ψ⟩ = 0. (3.37)

If |Ψ⟩ consits of only a single Slater determinant, the definition of normal ordering
with respect to |Ψ⟩ has to reduce to the definition of normal ordering with respect
to a single-reference state.

Now we can introduce a normal-ordering operator {Â1Â2...Ân}|Ψ⟩ with respect to a
multi-reference state |Ψ⟩. The difference to the single-reference case is that it does
not order the creation operators to the left of all annihilation operators, but linearity,
antisymmetry, and mapping of the identity operator 1 onto itself are still fulfilled. Like
for the single-reference case we can formulate a Wick theorem for a product of normal-
ordered operators with respect to a multi-reference state.
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Theorem 3.2: Multi-Reference Wick Theorem

A product of n operators Â1, Â2, ..., Ân can be written as a normal ordered product
and all possible normal-ordered contractions with respect to |Ψ⟩

Â1Â2...Ân = {Â1Â2...Ân}|Ψ⟩ +
∑

contractions

{Â1Â2...Ân}|Ψ⟩. (3.38)

Concerning contractions, we now do not obtain only single contractions but also con-
tractions between more than two operators, namely the k-body density matrices γ[k].
Their matrix elements are given by

γp1...pkq1...qk
= ⟨Ψ| âp1...pkq1...qk

|Ψ⟩ . (3.39)

For a single contraction we can adopt the definition of a hole contraction

âpâq = ⟨Ψ| âpâq |Ψ⟩ = γpq (3.40)

and further the definition of a particle contraction

âqâp = ⟨Ψ| âqâp |Ψ⟩ = −γ̄pq , (3.41)

where a contraction is now denoted with an overline for distinction with respect to the
single-reference normal ordering.
Furthermore, a multiple contraction is usually a correlation up to the k-body rank, which
is denoted as irreducible k-body density matrix λ[k], where 2 ≤ k ≤ A. They are given
as

âpârâsâq = γprqs − Â(γpqγ
r
s) =: λprqs (3.42)

âpârâtâuâsâq = γprtqsu − Â(γpqγ
r
sγ

t
u + λprqsγ

t
u) =: λprtqsu, (3.43)

where Â is an index antisymmetrizer, which restores the antisymmetry of an indexed
object

Â(γpqγ
r
s) = γpqγ

r
s − γpsγ

r
q , (3.44)

Â(λprqsγ
t
u) = λrtsuγ

p
q − λrtquγ

p
s − λrtsqγ

p
u − λptsuγ

r
q + λptquγ

r
s − λptqsγ

r
u − λprusγ

t
q

− λprquγ
t
s + λprqsγ

t
u, (3.45)
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Â(γpqγ
r
sγ

t
u) = γpqγ

r
sγ

t
u + γpuγ

r
qγ

t
s + γpsγ

r
uγ

t
q − γpuγ

r
sγ

t
q − γpsγ

r
qγ

t
u − γpqγ

r
uγ

t
s. (3.46)

Now we can use the normal-ordering operator {Â1Â2...Ân}|Ψ⟩ on the one-, two-, three-
and n-body operators, which are normal ordered in the vacuum to obtain them in multi-
reference normal order (MR-NO). These operators are antisymmetric with respect to an
exchange of the upper and lower indices. We can use theorem 3.2 to obtain a n-body
operator in vacuum normal order in terms of operators in MR-NO yielding

{âpq}|0⟩ = {âpq}|Ψ⟩ + γpq (3.47)

{âprqs}|0⟩ = {âprqs}|Ψ⟩ + Â(γpq{ârs}|Ψ⟩) + γprqs (3.48)

{âprtqsu}|0⟩ = {âprtqsu}|Ψ⟩ + Â(γpq{ârtsu}|Ψ⟩) + Â(γprqs{âtu}|Ψ⟩) + γprtqsu (3.49)

{âp1...pnq1...qn }|0⟩ = {âp1...pnq1...qn }|Ψ⟩ +
n−1∑
i=1

Â(γp1...piq1...qi {â
pi+1...pn
qi+1...qn }|Ψ⟩) + γp1...pnq1...qn . (3.50)

Now we can formulate the generalized Wick theorem to compute a product of two
reference-state normal-ordered operators in terms of these normal-ordered operators.

Theorem 3.3: Generalized Wick Theorem

A product of two normal-ordered operators can be written as a sum of normal-
ordered operators and all possible normal-ordered contractions

{âp1...pnq1...qn }|Ψ⟩{âr1...rms1...sm}|Ψ⟩ = {âp1...pnr1...rmq1...qns1...sm }|Ψ⟩ +
∑

external
contractions

{âp1...pnr1...rmq1...qns1...sm }|Ψ⟩ (3.51)

It is important to note that each term determined with the generalized Wick Theorem
carries a phase factor that can be determined by the number of permutations needed to
bring the indices back into the original order.
For an illustration of theorem 3.3 let us compute the product of a normal-ordered two-
and one-body operator, which is given by

{âprqs}|Ψ⟩{âtu}|Ψ⟩ =+ {âprtqsu}|Ψ⟩ + γ̄tq{âprus}|Ψ⟩ + γ̄ts{âprqu}|Ψ⟩ − γpu{âtrqs}|Ψ⟩ − γru{âptqs}|Ψ⟩

+
(
γ̄tsγ

r
u + λrtsu

)
{âpq}|Ψ⟩ −

(
γ̄tsγ

p
u + λptsu

)
{ârq}|Ψ⟩

+
(
γ̄tqγ

p
u + λptqu

)
{ârs}|Ψ⟩ −

(
γ̄tqγ

r
u + λrtqu

)
{âps}|Ψ⟩

− λrtsq{âpu}|Ψ⟩ − λptqs{âru}|Ψ⟩ − λprus{âtq}|Ψ⟩ − λprqu{âts}|Ψ⟩

+ γ̄tqλ
pr
us + γ̄tsλ

pr
qu − γpuλ

rt
sq − γruλ

pt
qs + λprtqsu. (3.52)
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In this work we will use the generalized Wick theorem to evaluate commutators of
normal-ordered products. This is shown in chapter 6, where we derive a leading-order
three-body correction to the multi-reference in-medium similarity renormalization group.
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4. The Similarity Renormalization Group

The similarity renormalization group (SRG) transformation [BFP07; BFS10; Rot+14] is
a method to transform the initial Hamiltonian. Using the similarity transformed Hamil-
tonian in subsequent many-body methods like the NCSM, the convergence behavior is
improved. Due to the fact that low- and high-energy momenta of NN and 3N poten-
tials are strongly coupled, we want to decouple the high-momentum from low-momentum
physics using the free-space SRG approach. Basically, a unitary transformation is applied
in such a way that the off-diagonal matrix elements of the Hamiltonian are suppressed.
Since we do not want to change the eigenvalues of the operator we can use a unitary
transformation to reformulate the many-body problem using a unitary operator Û(α)

depending on the SRG flow parameter α.
The unitary transformation is given by

Ĥ(α) = Û †(α)Ĥ(0)Û(α), (4.53)

where Ĥ(α) is the SRG-evolved Hamiltonian. The derivative of this Hamiltonian with
respect to α is

dĤ(α)

dα
=
dÛ †(α)

dα
Ĥ(0)Û(α) + Û †(α)Ĥ(0)

dÛ(α)

dα
. (4.54)

Using the unitarity of the transformation operator Û(α), i.e., Û †(α)Û(α) = 1, we can
differentiate this expression with respect to α and obtain

dÛ †(α)

dα
= −Û †(α)

dÛ(α)

dα
Û †(α). (4.55)

Therefore, we can rewrite Eq. (4.54) to obtain
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dĤ(α)

dα
= −Û †(α)

dÛ(α)

dα
Û †(α)Ĥ(α)Û(α) + Û †(α)Ĥ(α)Û(α)Û †(α)

dÛ(α)

dα
.

= −Û †(α)
dÛ(α)

dα
Ĥ(α) + Ĥ(α)Û(α)

dÛ(α)

dα

=

(
−Û †(α)

dÛ(α)

dα

)
Ĥ(α)− Ĥ(α)

(
Û †(α)

dÛ(α)

dα

)

=

[
−Û †(α)

dÛ(α)

dα
, Ĥ(α)

]
,

(4.56)

where the last term of Eq. (4.56) is the commutator between two operators Â and B̂,
which is defined as

[
Â, B̂

]
= ÂB̂ − B̂Â. The generator of the transformation can then

be defined as

η̂(α) = −Û †(α)
dÛ(α)

dα
. (4.57)

The operator flow equation is given by

dĤ(α)

dα
=
[
η̂(α), Ĥ(α)

]
, (4.58)

with the initial condition Ĥ(0) = Ĥ needed to compute the SRG-transformed Hamil-
tonian [Her+16]. The generator of this transformation is anti-Hermitian, meaning
η̂†(α) = −η̂(α). There are many ways to choose the generator, where the most generic
choice is the Wegner generator [Weg94; Weg00], which is typically chosen as the com-
mutator of a Hermitian operator and the SRG-evolved Hamiltonian Ĥ(α). For the
decoupling of low- and high-momentum states we choose the generator of the SRG as
follows [BFP07]

η̂(α) = (2µ)2
[
T̂int, Ĥ(α)

]
(4.59)

with the reduced nucleon mass µ and the intrinsic kinetic energy T̂int = T̂ − T̂cm. This
generator choice pre-diagonalizes the Hamiltonian [BFP07]. For this choice of the ge-
nerator, it should be denoted that the dimension of the flow parameter is fm4. The
generator is not nucleus or basis dependend making its usage very flexible.
Using the SRG framework and regarding Eq. (4.58) we obtain induced many-body
interactions up to an A-particle rank. If the generator is an a-body and the Hamiltonian
a b-body operator the evolution of the right-hand side of Eq. (4.58) produces induced
interactions up to a+ b− 1-particle rank. Since we are not able to compute the unitary
transformation in an A-body space we need to truncate these operators, which is usually
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done at the three-body level. This truncation violates the unitarity of the transformation.
Knowing this, we need to study the impact of those higher-body interactions by exploring
the dependence of the Hamiltonian on α.
If we are transforming the Hamiltonian, we also have to transform the operators of other
observables, like the radius or electromagnetic E2 operator, consistently.
This can be done similarly to the transformation of the Hamiltonian by performing a uni-
tary transformation Ô(α) = Û †(α)ÔÛ(α) of the observable. The unitary transformation
can be written as a first-order differential equation

d

dα
Ô(α) =

[
η̂(α), Ô(α)

]
. (4.60)

When using the in-medium SRG framework, which we will introduce in the next chap-
ter 5, the generator η̂(α) depends on the SRG-evolved Hamiltonian. Therefore, we have
to evolve the differential equation for observables simultaneously with the equation for
the Hamiltonian. More information about the free-space SRG can be found in [Rot+14;
BFP07; BFS10; Heb21], where also the consistent evolution of three-body interactions
is covered.
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5. The In-Medium SRG

In this chapter, we are going to discuss the in-medium SRG (IM-SRG) [Her+16] as a
generalization of the SRG, which was discussed in chapter 4. First of all we explain the
concept, followed by representation changes of the Hamiltonian between vacuum and
reference-state normal order. Afterwards we address the IM-SRG(2) and the so-called
Magnus expansion. We are formulating the IM-SRG flow equations in the m-scheme
and introduce angular momentum coupling in order to construct the coupled equations
for scalar and non-scalar cases. Finally, we introduce the different generators of the
IM-SRG. Note that we are following the formalism of [Vob20].

5.1. Motivation and Concept

The concept of the SRG can be used in order to drive the Hamiltonian towards a block-
diagonal structure and suppress its off-diagonal part Ĥod. We can subdivide the Hamil-
tonian

Ĥ = Ĥd + Ĥod, (5.61)

where the off-diagonal part is chosen in such a way that the structure of the Hamilto-
nian becomes block-diagonal with respect to a particle-hole many-body basis B like the
Hartree-Fock or natural orbital basis. When we further sudivide the basis into I and J ,
where B = I ∪ J , the off-diagonal part is chosen such that I and J are coupled with
each other, which can be written as

Ĥod =
∑
i∈I

∑
j∈J

⟨i| Ĥ |j⟩ |i⟩ ⟨j|+ h.c. (5.62)

The suppression of Ĥod leads to a block-diagonal structure of Ĥ where the span of I is
an invariant subspace of the Hamiltonian, which is shown in Fig. 5.1. The advantage is
that we only have to solve the eigenvalue problem in this subspace spanned by I instead
of the model space spanned by B.
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Û

I J I J

I I

J J

Fig. 5.1.: Schematic representation of the IM-SRG where the left drawing is the initial and the right
one the final Hamiltonian. Herein, the initial Hamiltonian couples the matrix elements of
I and J , which are after the unitary transformation Û decoupled in such a way that the
off-diagonal elements of the Hamiltonian are suppressed.

In order to achieve this behavior, we have to transform the initial Hamiltonian Ĥ(s)

using a continuous unitary transformation similar as in chapter 4

Ĥ(s) = Û †(s)Ĥ(0)Û(s), (5.63)

where the initial Hamiltonian is Ĥ(0) = Ĥ and s is a continuous flow parameter. The
unitary transformation can be reformulated as a first-order differential equation, also
known as flow equation

d

ds
Ĥ(s) =

[
η̂(s), Ĥ(s)

]
, (5.64)

where η̂(s) is the anti-Hermitian generator of that unitary transformation. For other
observables Ô(s), the differential equation can be written in a similar way

d

ds
Ô(s) =

[
η̂(s), Ô(s)

]
. (5.65)

As mentioned in the last chapter, the observables have to be evolved simultaneously
together with the Hamiltonian. There is a method to avoid that, which will be explained
later in this work.
Furthermore, the operators are normal ordered, using the Wick theorem introduced in
chapter 3, at a certain many-body level k meaning that the corresponding operators can
be written as
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Ô(s) =
k∑
i=1

Ô[i](s), Ô[i](s) =
1

(i!)2

∑
p1...pi
q1...qi

Op1...piq1...qi (s){â
p1...pi
q1...qi }, (5.66)

where Ô[i](s) is an arbitrary operator at i-body level normal-ordered with respect to a
certain reference state. Note that we did not attach a reference state in the notation of
{âp1...piq1...qi } due to the fact that the reference state can be arbitrary. As an example we
take the flow equation for the Hamiltonian and use (5.66) yielding

d

ds
Ĥ [x](s) = (Π)[x]

k∑
i=1

k∑
j=1

[
η̂[i](s), Ĥ [j](s)

]
, (5.67)

where (Π)[x] is the projector on the x-body space. With this equation we see that
the matrix elements of different particle ranks are non-trivially coupled to each other.
When evaluating the right-hand side of that equation we obtain induced many-body
interactions up to the A-body particle rank. Furthermore, Eq. (5.67) is a system of
first-order differential equations, which can be solved numerically. We can conclude
that the IM-SRG is exact except for dropped normal-ordered interactions beyond the
k-particle rank [Vob20].

5.2. Normal-Ordered Hamiltonian

5.2.1. Vacuum- and Reference-State Normal Ordering

The Hamiltonian Ĥ(s), as defined in Eq. (2.2), which is used as starting point in the
IM-SRG contains contributions up to the three-body rank

Ĥ = T̂int + V̂ [2] + V̂ [3], (5.68)

where T̂int = T̂ − T̂cm is the intrinsic kinetic energy, V̂ [2] is the two-body interaction,
and V̂ [3] is the three-body interaction. The kinetic energy can be written as

T̂int =
1

A

∑
i<j

(
p̂i − p̂j

)2
2m

, (5.69)

where p̂i is the momentum operator for the i-th particle, A is the nucleon number and
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m is the nucleon mass.
All operators in the IM-SRG framework are normal ordered with respect to a certain
reference state |ψref⟩. We can start with an operator normal ordered with respect to the
vacuum containing operators up to the three-body rank

Ô|0⟩ = O0 +
∑
pq

Opq
{
âpq
}
|0⟩ +

1

4

∑
prqs

Oprqs
{
âprqs
}
|0⟩ +

1

36

∑
prtqsu

Oprtqsu

{
âprtqsu

}
|0⟩ . (5.70)

Applying the Wick theorem (chapter 3) to this equation we obtain normal-ordered op-
erators with respect to a reference state |ψref⟩

Ô|ψref⟩ = Õ0 +
∑
pq

Õpq
{
âpq
}
|ψref⟩

+
1

4

∑
prqs

Õprqs
{
âprqs
}
|ψref⟩

+
1

36

∑
prtqsu

Õprtqsu

{
âprtqsu

}
|ψref⟩

.

(5.71)

From now on we will refer to (5.70) as vacuum representation and to (5.71) as reference-
state representation of Ô. Using theorem 3.2 and equations (3.47) to (3.49), the reference-
state matrix elements in terms of vacuum matrix elements can be written as

Õ0 = O0 +
∑
pq

Opqγ
p
q +

1

4

∑
prqs

Oprqsγ
pr
qs +

1

36

∑
prtqsu

Oprtqsuγ
prt
qsu, (5.72)

Õ1
2 = O1

2 +
∑
pq

O1p
2qγ

p
q +

1

4

∑
prqs

O1pr
2qsγ

pr
qs , (5.73)

Õ12
34 = O12

34 +
∑
pq

O12p
34qγ

p
q , (5.74)

Õ123
456 = O123

456, (5.75)

where the numerical indices are fixed, i.e., these are no summation indices.
The reference-state matrix elements can be transformed into vacuum matrix elements,
which are given as

O0 = Õ0 −
∑
pq

Õpqγ
p
q −

1

4

∑
prqs

Õprqs
(
γprqs − 4γpqγ

r
s

)
(5.76)

− 1

36

∑
prtqsu

Õprtqsu

(
γprtqsu − 18γpqγ

rt
su + 36γpqγ

r
sγ

t
u

)
,

O1
2 = Õ1

2 −
∑
pq

O1p
2qγ

p
q −

1

4

∑
prqs

Õ1pr
2qs

(
γprqs − 4γpqγ

r
s

)
, (5.77)
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O12
34 = Õ12

34 −
∑
pq

Õ12p
34qγ

p
q , (5.78)

O123
456 = Õ123

456. (5.79)

The derivation of these relations can be found in [Geb17].
These equations are written in the m-scheme, meaning that they depend on angular-
momentum projection quantum numbers. We perform normal ordering only with respect
to reference states with a total angular momentum of zero leading to scalar density ma-
trices. Performing normal ordering with respect to reference states with a non-vanishing
total angular momentum leads to non-scalar density matrices increasing the complexity
of the IM-SRG framework tremendously.

5.2.2. Normal-Ordered Two-Body Approximation

The normal-ordered two-body approximation (NO2B) is widely used in the IM-SRG
framework due to the fact that the inclusion of operators beyond the two-body level is
computationally and conceptually expensive but possible, as will be shown later in this
work. The starting point for the NO2B is the three-body operator normal ordered with
respect to the vacuum

Ô|0⟩ = +
1

36

∑
prtqsu

Oprtqsu

{
âprtqsu

}
|0⟩ . (5.80)

Transforming this operator into the reference-state representation, we obtain

Ô|ψref⟩ = Õ0 +
∑
pq

Õpq
{
âpq
}
|ψref⟩

+
1

4

∑
prqs

Õprqs
{
âprqs
}
|ψref⟩

+
1

36

∑
prtqsu

Õprtqsu

{
âprtqsu

}
|ψref⟩

.

(5.81)

The tree-body part of (5.81) is omitted in the NO2B approximation leading to

ÔNO2B = Õ0 +
∑
pq

Õpq
{
âpq
}
|ψref⟩

+
1

4

∑
prqs

Õprqs
{
âprqs
}
|ψref⟩

(5.82)

=
1

36

∑
prtqsu

Oprtqsuγ
prt
qsu +

1

4

∑
prtqsu

Oprtqsuγ
pr
qs

{
âtu
}
|ψref⟩

+
1

4

∑
prtqsu

Oprtqsuγ
p
q

{
ârtsu
}
|ψref⟩

.

Note that other many-body methods like the NCSM use vacuum matrix elements as
input where ÔNO2B has the form
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ÔNO2B = O0 +
∑
pq

Opq
{
âpq
}
|0⟩ +

1

4

∑
prqs

Oprqs
{
âprqs
}
|0⟩ (5.83)

and the matrix elements can be obtained using the relations (5.76) to (5.79), where
ÔNO2B is a zero- plus one- plus two-body operator taking three-body matrix elements
in terms of lower particle ranks into account. It has been shown in [Bin+13; Rot+12a;
GCR16] that the neglection of the full three-body matrix elements has an effect of 1 - 2 %
on ground-state and excited-state energies.

5.3. The IM-SRG(2)

In the IM-SRG(2) framework, the operators are truncated at the NO2B level, where the
Hamiltonian Ĥ(s) and the generator η̂(s) are written as

Ĥ(s) = E(s) +
∑
pq

fpq (s)
{
âpq
}
+

1

4

∑
prqs

Γprqs(s)
{
âprqs
}
|ψref⟩

, (5.84)

η̂(s) =
∑
pq

ηpq (s)
{
âpq
}
+

1

4

∑
prqs

ηprqs(s)
{
âprqs
}
|ψref⟩

, (5.85)

where we have used the common variables f for the one-body and Γ for the two-body
matrix elements of the Hamiltonian. Let us start with the Hamiltonian as defined in
(2.2), where V̂ [3] is now approximated using the NO2B approximation, which can be
written as

V̂NO2B = V (s) +
∑
pq

V p
q (s){âpq}|ψref⟩ +

1

4

∑
prqs

V pr
qs (s){âprqs}|ψref⟩. (5.86)

Using this approximation, the initial Hamiltonian at a flow parameter s = 0 can be
written as

Ĥ(0) = T̂int + V̂ [2] + V̂NO2B. (5.87)
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Inserting (5.84) and (5.85) into the flow equation for Ĥ(s), we obtain

d

ds
Ĥ(s) =

[
η̂(s), Ĥ(s)

]
(5.88)

=
[
η̂[1](s), Ĥ [1](s)

]
+
[
η̂[1](s), Ĥ [2](s)

]
+
[
η̂[2](s), Ĥ [1](s)

]
+
[
η̂[2](s), Ĥ [2](s)

]
. (5.89)

Evaluating the right-hand side of this equation using the generalized Wick theorem, we
get a system of coupled first-order differential equations for the matrix elements of the
Hamiltonian and the generator, where the evaluation and final expressions are shown in
section 5.6.

5.4. The IM-SRG With the Magnus Expansion

Until now the IM-SRG framework was discussed using a coupled set of flow equations for
the Hamiltonian and other observables of interest. The disadvantage that comes with
this approach is that eventually (5.64) and (5.65) have to be solved simultaneously. The
number of coupled ordinary differential equations (ODEs) is doubled and especially for
other observables the time scale for the evolution can differ compared to the evolution
of the Hamiltonian.
We can overcome these limitations by using the so-called Magnus expansion [Mag54],
which was first applied to the IM-SRG framework by Morris et al. [MPB15]. The
starting point is the differential equation for the unitary operator itself

d

ds
Û(s) = −η̂(s)Û(s). (5.90)

For Û(s) the Magnus expansion states that there exists a parametrization

Û(s) = eΩ̂(s), (5.91)

where Ω̂(s) is the so-called anti-Hermitian Magnus operator. The Magnus operator
satisfies the differential equation [Bla+09]

d

ds
Ω̂(s) =

∞∑
k=0

Bk

k!

[
Ω̂(s), η̂(s)

]
k
, (5.92)
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where Bk refers to the Bernoulli numbers. Here,
[
Ω̂(s), η̂(s)

]
k

is a short-hand notation
for nested commutators, which can be written recursively as follows

[
Ω̂(s), η̂(s)

]
k
=
[
Ω̂(s)

[
Ω̂(s), η̂(s)

]]
k−1

,
[
Ω̂(s), η̂(s)

]
0
= η̂(s). (5.93)

In order to construct an arbitrary operator Ô(s) we need the Magnus operator and
Ô(0). This can be done using the unitary transformation Û(s) resulting in the Baker-
Campbell-Hausdorff (BCH) series for the transformation of any operator of desire

Ô(s) = Û †(s)Ô(0)Û(s) = e+Ω̂(s)Ô(0)e−Ω̂(s) =
∞∑
k=0

1

k!

[
Ω̂(s), Ô(0)

]
k
. (5.94)

From now on, we refer to this kind of evolution as Magnus evolution. Compared to
the direct evolution of the ODE, which is an integration by infinitesimal steps, these
transformations are combined in the Magnus operator Ω̂(s), giving us access to the
unitary transformations. Another advantage is that we do not have to solve two ODEs
simultaneously. Instead, we need to solve (5.92) one time and use the BCH series to
obtain the desired operator like the Hamiltonian, radius or electromagnetic multipole
operators. Note that the derivation of (5.92) and more details on the construction of
Ω̂(s) can be found in [Bla+09] and [Vob20].

5.5. Magnus(2)

Following the IM-SRG(2), the Magnus operator Ω̂(s) is also truncated using the NO2B
approximation. The equation for the Magnus operator is

Ω̂(s) =
∑
pq

Ωpq
{
âpq
}
+

1

4

∑
prqs

Ωprqs
{
âprqs
}
. (5.95)

Also the equations for d
ds Ω̂(s) and Ô(s) are truncated at the NO2B level, which we refer

to as the Magnus(2) expansion

d

ds
Ω̂(s) =

∞∑
k=0

Bk
k!

[
Ω̂(s), η̂(s)

]
k
, (5.96)
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Ô(s) =
∞∑
k=0

1

k!

[
Ω̂(s), Ô(0)

]
k
. (5.97)

Since the Magnus flow-equation and the BCH series are infinite we also have to truncate
them. First of all, we solve the nested commutators iteratively, meaning that we store
the result of the k-th order and put it into the commutator of the order k + 1, making
the calculation numerically very efficient. The k-th term of (5.92) can be written as

Bk

k!

[
Ω̂(s), η̂(s)

]
k
=
Bk

k!

[
Ω̂(s)

[
Ω̂(s), η̂(s)

]
k-1

]
. (5.98)

The derivative of the Magnus operator is then truncated at a certain order x

Ω̂′
x(s) :=

x∑
k=0

Bk

k!

[
Ω̂(s), η̂(s)

]
k
, (5.99)

where the following criterion has to be fulfilled

∥Ω̂′
x(s)− Ω̂′

x-1(s)∥
∥Ω̂′

x(s)∥
< ϵ := 1× 10−2 with Bx ̸= 0 (5.100)

in order to obtain convergence at order x, where

∥Ω̂∥ =

√
Ω2 +

∑
ij

(Ωij)
2 +

∑
ijkl

(Ωijkl)
2 (5.101)

is the so-called two-norm. Equation (5.100) states that if the difference of Ω̂′(s) in orders
x and x− 1 is small compared to Ω̂′(s) at order x, the Magnus series is converged.
It has been shown that the value for ϵ is good for practical applications and that the
series converges for values of k between 2 and 4. Furthermore, for large values of k the
series can diverge [Vob20]. Therefore, another convergence criterion, which has to be
fulfilled is

∥
[
Ω̂(s), η̂(s)

]
k
∥

∥
[
Ω̂(s), η̂(s)

]
k-1

∥
< 1 for all k with 1 ≤ k ≤ x, (5.102)
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with x beeing the convergence order according to the first convergence criterion (5.100).
If this criterion is not fulfilled, the series is considered as divergent and the current
integration step is restarted using a smaller stepsize.
Considering the BCH series, the x-th element can be written as

Ôx(s) =

x∑
k=0

1

k!

[
Ω̂(s), Ôk(s)

]
. (5.103)

The convergence criterion for this series is

δ[x]norm ≡ ∥Ôx(s)∥
∥
∑x

k=0 Ôk(s)∥
< ϵ≪ 1, (5.104)

where ϵ = 1 × 10−2 has been found to be the optimal threshold. This criterion states
that the norm of the desired observable Ô(s) at order x has to be small compared to the
norm of the sum of Ô at all previous orders. More on the convergence of the Magnus
operator and the BCH series can be found in [Vob20].

5.6. Multi-Reference IM-SRG Commutator Equations

In this section we show the commutator equations of the multi-reference IM-SRG in the
m-scheme. Since we are using the Magnus-type flow equation and the BCH series, we
will show the equations in terms of (5.94), where Ω̂(s) is the Magnus operator and Ô(s)

is an arbitrary operator, which can also be the generator η̂(s).
First, we formulate the m-scheme equations of the IM-SRG in a compact way by using
symmetry properties. These can be obtained by application of the generalized Wick
theorem and a transformation into spherical natural orbitals. Afterwards, we review the
theory of angular momentum coupling and show the coupled commutator equations for
scalar and non-scalar operators.

5.6.1. Spherical Natural Orbitals and m-Scheme Equations

A very important aspect of the commutator equations is that they are formulated in the
so-called spherical natural orbital basis, which is the eigenbasis of the one-body density
matrix γ[1]. The diagonalization of γ[1] gives
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γpq → npδ
p
q , (5.105)

γ̄pq = δpq − γpq → (1− np)δ
p
q = n̄pδ

p
q , (5.106)

where np are the eigenvalues of γ[1], the so-called fractional occupation numbers with a
range of 0 ≤ np ≤ 1 and n̄p = 1− np.
We are formulating the Magnus commutator equations in terms of natural orbitals be-
cause the computational effort is reduced due to a collaps of summation indices. Fur-
thermore, we are going to partition the single-particle basis into three different spaces:
the core space C, the active space A and the virtual space V. For this partitioning we
make use of the value of np. Assume a reference state |ψref⟩ given as a superposition of
Slater determinants |ϕi⟩

|ψref⟩ =
∑
i

ci |ϕi⟩ . (5.107)

The definition of the three subspaces is shown in the following table:

State Type Occupation Number Slater Determinant Second Quantization
p ∈ C np = 1 p ∈ |ϕi⟩ for all i âp |ψref⟩ = 0

p ∈ A 0 < np < 1 p ∈ |ϕi⟩ for at least one i
p ∈ V np = 0 p /∈ |ϕi⟩ for all i âp |ψref⟩ = 0

Thus, a core state C corresponds to a single-particle state that is occupied in all Slater
determinants of the reference state. An active state A is a single-particle state that is
occupied in at least one but not all Slater determinants of the reference state. A virtual
state V is a single-particle state that is unoccupied in all Slater determinants of the
reference state.
This partitioning is very useful because for some natural orbital single-particle combi-
nations the occupation numbers and irreducible two-body densities vanish. More infor-
mation about the classification of the single particle basis can be found in [Geb17].
Now we are ready to evaluate a commutator of the form

Ô(s) =
[
Ω̂(s), Ô(0)

]
, (5.108)

where each operator is normal ordered with respect to |ψref⟩ and truncated at the NO2B
level, which can be written as
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Ô = O0 +
∑
pq

Opq
{
âpq
}
|ψref⟩

+
∑
prqs

Oprqs
{
âprqs
}
|ψref⟩

. (5.109)

For evaluating the commutator, let us split it up into the different particle ranks

Ô =
[
Ω̂, Ô

]
=
[
Ω̂[0] + Ω̂[1] + Ω̂[2], Ô[0] + Ô[1] + Ô[2]

]
=
[
Ω̂[1], Ô[1]

]
+
[
Ω̂[1], Ô[2]

]
+
[
Ω̂[2], Ô[1]

]
+
[
Ω̂[2], Ô[2]

]
, (5.110)

where the bracket denotes the particle rank of the operator, i.e., Ô[1] = Opq . These com-
mutators can be evaluated using the generalized Wick theorem (see chapter 3) leading
to terms, which contain one-body, irreducible two-body and three-body densities.
As an example let us evaluate the commutator between Ω̂[2] and Ô[1] and denote the
resulting operator as Ô

Ô :=

[
1

4

∑
prqs

Ωprqs
{
âprqs
}
,
∑
tu

Otu
{
âtu
}]

(5.111)

=
1

4

∑
prtqsu

ΩprqsO
t
u

({
âprqs
}{

âtu
}
−
{
âtu
}{

âprqs
})
. (5.112)

Note, that we ommit the index |ψref⟩ with respect to which the operators are normal
ordered to simplify the readability. For evaluating the commutator of normal-ordered
products, we use the generalized Wick theorem where we obtain

Ô =
1

4

∑
prtqsu

ΩprqsO
t
u

(
(γ̄tq + γtq) {âprus}+ (γ̄ts + γts)

{
âprqu
}
− (γpu + γ̄pu)

{
âtrqs
}
− (γru + γ̄ru) {âprus}

+(γ̄tsγ
r
u − γtsγ̄

r
u)
{
âpq
}
− (γ̄tsγ

p
u − γtsγ̄

p
u)
{
ârq
}
+ (γ̄tqγ

p
u − γtqγ̄

p
u) {ârs} − (γ̄tqγ

r
u − γtqγ̄

r
u) {âps}

+(γ̄tq + γtq)λ
pr
us + (γ̄ts + γts)λ

pr
qu − (γpu + γ̄pu)λ

rt
qs − (γru + γ̄ru)λ

pt
qs

)
.

(5.113)

Now we can employ the relations

γpq + γ̄pq = δpq , γpq γ̄
r
s − γrs γ̄

p
q = γpq δ

r
s − γrsδ

p
q (5.114)

and obtain
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Ô =
1

4

∑
prtqsu

ΩprqsO
t
u

(
δtq {âprus}+ δts

{
âprqu
}
− δpu

{
âtrqs
}
− δru

{
âptqs
}

+(δtsγ
r
u − γtsδ

r
u)
{
âpq
}
− (δtsγ

p
u − γtsδ

p
u)
{
ârq
}

+(δtqγ
p
u − γtqδ

p
u) {ârs} − (δtqγ

r
u − γtqδ

r
u) {âps}

+δtqλ
pr
us + δtsλ

pr
qu − δpuλ

rt
qs − δruλ

pt
qs

)
. (5.115)

By evaluating the Kronecker deltas and renaming the summation indices we obtain

Ô =
1

4

∑
prtqs

(ΩprtsO
t
q +ΩprqtO

t
s − ΩtrqsO

p
t − ΩptqsO

r
t )
{
âprqs
}

(5.116)

+
∑
prtqs

(ΩprqtO
t
s − ΩptqsO

r
t )γ

r
s

{
âpq
}

(5.117)

+
1

2

∑
prtqs

(ΩprtsO
t
q − ΩtrqsO

p
t )λ

pr
qs (5.118)

!
= O0 +

∑
pq

Opq
{
âpq
}
+

1

4

∑
prqs

Oprqs
{
âprqs
}
. (5.119)

If we compare each particle rank of our result with Ô, we obtain the following expressions
for the two-, one- and zero-body part of Ô:

Ŏ12
34 =

∑
t

Ω12
t4O

t
3 +Ω12

3tO
t
4 − Ωt234O

1
t − Ω1t

34O
2
t , (5.120)

Ŏ1
2 =

∑
rts

(Ω1r
2tO

t
s − Ω1t

2sO
r
t )γ

r
s , (5.121)

Ŏ0 =
1

2

∑
prtqs

(ΩprtsO
t
q − ΩtrqsO

p
t )λ

pr
qs, (5.122)

where we used Ŏ to denote the matrix elements on the left-hand side. The final step is the
single-particle basis transformation into spherical natural orbitals, where the right-hand
side of the one-body part simplifies to

Ŏ1
2 =

∑
rt

Ω1r
2tO

t
r(nr − nt). (5.123)

Until now we did not exploit any symmetries of the operators and also did not use the
symmetry under Hermitian conjugation. For this we define symmetrizers
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Ξ̂2B =
1

8
[(1− P12 − P34 + P12P34) (1± P13P24)] , (5.124)

Ξ̂1B =
1

2
(1± P12) , (5.125)

where P12 is an index permutation symbol, which interchanges the attached indices.
Note that the ± sign in the last terms indicates the behavior of the matrix element
under complex conjugation. Using these symmetrizers we obtain

Ŏ1
2 = Ξ̂1B

∑
rt

Ω1r
2tO

t
r(nr − nt), (5.126)

Ŏ12
34 = −4Ξ̂2B

∑
t

Ωt234O
1
t . (5.127)

Repeating this procedure for all remaining terms of (5.110), we obtain

Ŏ12
34 =+ Ξ̂2B

∑
p

4Ω1
pO

p2
34 (5.128)

− Ξ̂2B
∑
p

4O1
pΩ

p2
34 (5.129)

+ Ξ̂2B
∑
pq

Ω12
pqO

pq
34 (1− np − nq) (5.130)

+ Ξ̂2B
∑
pq

4Ω1p
3qO

2q
4p (np − nq) , (5.131)

Ŏ1
2 =+ 2 Ξ̂1B

∑
p

Ω1
pO

p
2 (5.132)

+ Ξ̂1B
∑
pq

(
ΩpqO

q1
p2

)
(np − nq) (5.133)

+ Ξ̂1B
∑
pq

(
OpqΩ

q1
p2

)
(np − nq) (5.134)

+ Ξ̂1B
∑
pqr

Ω1p
qrO

qr
2p(npn̄qn̄r + n̄pnqnr) (5.135)

+ Ξ̂1B
∑
rtvsw

1

2
Ω1t
swO

rv
2t λ

sw
rv (5.136)

+ Ξ̂1B
∑
rtvsw

(−2)Ω1r
stO

vt
2wλ

sw
vr (5.137)
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+ Ξ̂1B
∑
rtvsw

Ω1r
t2O

tv
swλ

sw
vr (5.138)

− Ξ̂1B
∑
rtvsw

ΩtvswO
1r
t2λ

sw
vr , (5.139)

Ŏ0 =+
∑
pq

ΩpqO
q
p(np − nq) (5.140)

+
1

4

∑
prqs

(
ΩprqsO

qs
pr − ΩqsprO

pr
qs

)
npnrn̄qn̄s (5.141)

+
1

4

∑
prqs

Oprqsλ
pr
qs +O

(
λ[3]
)
. (5.142)

These equations usually are referred to be the m-scheme equations because they depend
on projection quantum numbers. In the zero-body part we also obtain terms involving
irreducible three-body densities λ[3], which can be neglected due to their small contribu-
tions to the ground-state energy, which is a few keV, as shown in [Geb17]. Furthermore,
we obtain the single-reference IM-SRG equations by setting all irreducible two-body
densities λ[2] to zero indicating that the single-reference equations are a subset of the
multi-reference equations. More about the derivation of the m-scheme equations and
the derivation of the symmetrized equations can be found in [Geb17; Vob20].

5.7. Angular Momentum Theory

At the moment, the m-scheme equations still depend on projection quantum numbers.
In order to remove this dependence and reduce the computational effort for solving the
flow equations, we need to perform angular momentum coupling. Therefore, we are
going to discuss angular momentum theory and the Wigner-Eckart theorem, which is
important for the coupling of non-scalar tensor operators. More information beyond our
discussions can be found in [KMV88; Suh07].

5.7.1. Angular Momentum Coupling

The quantity ĵ is an angular momentum operator if its components ĵx, ĵy and ĵz satisfy
the following relations

ĵ†k = jk and
[
ĵi, ĵj

]
= ih̄

∑
k

ϵijk ĵk, (5.143)

where k = x, y, z and ϵijk is the antisymmetric three-dimensional Levi-Civita tensor.

41



The angular momentum operator also fulfills the following eigenvalue relations

ĵ
2 |jm⟩ = j(j + 1)h̄2 |jm⟩ (5.144)

ĵz |jm⟩ = mh̄ |jm⟩ , (5.145)

where −j ≤ m ≤ j. Furthermore, the angular momentum is related to the rotation
group with the components as generators.
With these basic properties we are ready to start with angular momentum coupling.
When combining two commuting angular momentum operators ĵ1 and ĵ2 the sum
ĵ = ĵ1 + ĵ2 is again an angular momentum operator, where the angular momenta could
be an orbital and spin angular momentum of a particle for example. We call the com-
plete set of states {|j1m1j2m2⟩} uncoupled basis with respect to the following mutually
commuting angular momentum operators {ĵ21, ĵ1z, ĵ

2
2, ĵ2z}. The coupled basis is then the

complete set of states {|(j1j2)JM⟩} with respect to the operators {ĵ1, ĵ2, ĵ
2
, ĵz}. The

transformation between the coupled and uncoupled basis is unitary and can be written
as

|(j1j2)JM⟩ =
∑
m1m2

|j1m1j2m2⟩ ⟨j1m1j2m2|(j1j2)JM⟩ (5.146)

=
∑
m1m2

(
j1 j2 J

m1 m2 M

)
|j1m1j2m2⟩ , (5.147)

where the overlap of the uncoupled and coupled basis states is the so-called Clebsch-
Gordan coefficient defining a linear unitary transformation. The coupled angular mo-
menta have to fulfill the triangular condition, which is

|j1 − j2| ≤ J ≤ j1 + j2. (5.148)

Further, the Clebsch-Gordan coefficients fulfill the orthogonality relations

∑
m1m2

(
j1 j2 J

m1 m2 M

)(
j1 j2 J ′

m1 m2 M
′

)
= δJJ ′δMM ′ (5.149)

∑
JM

(
j1 j2 J

m1 m2 M

)(
j1 j2 J

m′
1 m

′
2 M

)
= δm1

m′
1
δm2

m′
2
. (5.150)

The inverse coupling relation in order to transform from the coupled to the uncoupled
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basis is

|j1m1j2m2⟩ =
∑
JM

(
j1 j2 J

m1 m2 M

)
|(j1j2)JM⟩ . (5.151)

Another useful more symmetric coupling coefficient is the so-called 3j symbol, which
can be obtained from the Clebsch-Gordan coefficients

(
j1 j2 J

m1 m2 M

)
:= (−1)j1−j2−M Ĵ−1

(
j1 j2 J

m1 m2 −M

)
, (5.152)(

j1 j2 J

m1 m2 M

)
= (−1)j2−j1−M Ĵ

(
j1 j2 J

m1 m2 −M

)
, (5.153)

where we defined the so-called hat factor as

Ĵ :=
√
2J + 1. (5.154)

In comparison to Clebsch-Gordan coefficients, 3j symbols exhibit additional symmetry
properties like the exchange of two angular momenta producing a phase factor only

(
j2 j1 J

m2 m1 M

)
= (−1)j1+j2+J

(
j1 j2 J

m1 m2 M

)
(5.155)

and the inversion of projection quantum numbers

(
j1 j2 J

−m1 −m2 −M

)
= (−1)j1+j2+J

(
j1 j2 J

m1 m2 M

)
. (5.156)

Another useful relation for 3j symbols is

(
j1 j2 0

m1 m2 0

)
= (−1)j1−m1 ĵ−1

1 δj1j2δ
m1,−m2 . (5.157)

When coupling three angular momenta, these angular momenta can be coupled in three
different ways depending on the coupling order. The 6j symbol arises as a transformation
between two basis sets, which can be written in terms of 3j symbols
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{
j1 j2 j3
J1 J2 J3

}
=

∑
M1M2M3m1m2m3

(−1)J1−M1+J2−M2+J3−M3

(
j1 j2 j3
m1 m2 m3

)
(

j1 J2 J3
−m1 −M2 M3

)(
J1 j2 j3
M1 m2 −M3

)(
J1 J2 j3

−M1 M2 m3

)
. (5.158)

The symmetries of the 6j symbol are invariance under the exchange of two columns and
by the exchange of the upper and lower arguments in two columns.
When coupling four angular momenta the so-called 9j symbol arises, which can be
written as


j1 j2 J12
j3 j4 J34
J13 J24 J

 =
∑

m1m2m3m4M12M34M13M24M

(
j1 j2 J12
m1 m2 M12

)(
j3 j4 J34
m3 m4 M34

)
(
J13 J24 J

M13 M24 M

)(
j1 j3 J13
m1 m3 M13

)(
j2 j4 J24
m2 m4 M24

)(
J12 J34 J

M12 M34M

)
.

(5.159)

The basic symmetries of the 9j are the invariance under interchange of its columns and
rows. Further, an exchange of two columns or two rows changes the symbol by a phase
(−1)Σ, where Σ is the sum of all values of J within the 9j symbol.
Another useful relation is the so-called Pandya transformation [Suh07], which is defined
as

Ō
(12)J̄

(34)J̄
= −

∑
J̄

{
j1 j2 J̄

j3 j4 J

}
O

(14)J
(32)J , (5.160)

where the inverse relation has exactly the same form and O(14)J
(32)J is a short-hand notation

for

O
(14)J
(32)J = ⟨14; J |O|32; J⟩ . (5.161)

The Pandya transformation is a cross-coupling between the single-particle states in bra
and ket. For non-scalar operators the Pandya transformation is defined as [Vob20]
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(
ŌL
)(12)J̄
(34)J̄

= −
∑
JJ ′

ˆ̄J ˆ̄J ′Ĵ Ĵ ′


j1 j2 J̄

j4 j3 J̄
′

J J ′ L

 (−1)j2+j4+J̄
′+J ′ (

OL
)(14)J
(32)J

. (5.162)

5.7.2. The Wigner-Eckart Theorem

The Wigner-Eckart Theorem [Eck30; Wig31] simplifies calculations of matrix elements
of operators. We start with observables written in terms of spherical tensor operators
by exploiting their transformation properties. We are able to define a reduced matrix
element, which does not depend on projection quantum numbers anymore and contains
all physical information, which is carried by the wave function of the nucleus. Let us
define a matrix element ⟨ψ; JM | T̂LML

|ψ′; J ′M ′⟩, where T̂LML
is a component of a spherical

tensor operator T̂L of rank L, J is the angular momentum and M its projection. With
that we can state the Wigner-Eckart Theorem.

Theorem 5.1: Wigner-Eckart Theorem

A matrix element of a spherical tensor operator can be written as a product of a
geometric factor containing the projection quantum numbers M,ML and M ′ and a
matrix element not containing them.

⟨ψ; JM | T̂LML
|ψ′; J ′M ′⟩ = (−1)J−M

(
J L J ′

−M ML M
′

)
⟨ψ; J ||T̂L||ψ′; J ′⟩, (5.163)

where ⟨ψ; J ||T̂L||ψ′; J ′⟩ is the so-called reduced matrix element.

The Wigner-Eckart theorem states that it is possible to extract a factor which contains
all J quantum numbers but no projection quantum numbers. Another useful relation in
connection with the Wigner-Eckart theorem is

⟨ψ; J ||T̂L||ψ′; J ′⟩ =
∑

MM ′ML

(−1)J−M

(
J L J ′

−M ML M
′

)
⟨ψ; JM | T̂LML

|ψ′; J ′M ′⟩ . (5.164)

We can deduce from the properties of 3j symbols that the triangular condition and the
projection quantum number conservation have to be fulfilled, which can be written as

⟨ψ; JM | T̂LML
|ψ′; J ′M ′⟩ = 0 unless

|J − L| ≤ J ′ ≤ J + L, and

ML +M ′ =M
. (5.165)
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Another important relation is the behavior of the reduced matrix element under complex
conjugation

⟨ψ; J ||T̂L||ψ′; J ′⟩ = (−1)J−J
′⟨ψ′; J ′||T̂L||ψ; J⟩∗. (5.166)

The Wigner-Eckart theorem for scalar operators is a special case since L and ML vanish
the equation can be simplified to

⟨ψ; JM | T̂ 0
0 |ψ′; J ′M ′⟩ = Ĵ−1⟨ψ; J ||T̂ 0||ψ′; J ′⟩δJJ ′δMM ′ . (5.167)

From this we can see that the coupled matrix elements of scalar operators are only non-
zero if its total angular momentum and their projections have the same value in bra and
ket. Furthermore, we can replace the reduced and the coupled matrix elements with
each other due to the independence of the matrix element on the specific value of the
protection. More on spherical tensor operators can be found in [Vob20].

5.7.3. Vacuum- and Reference-State Normal Ordering for Spherical
Equations

Now where we discussed angular momentum coupling and non-scalar operators we can
show the equations for vacuum- and reference-state normal ordering for non-scalar spher-
ical equations. When the operator ÔL is a spherical tensor operator with tensor rank
L, equations (5.72) to (5.75) and (5.76) to (5.79) are angular-momentum coupled and
written in terms of reduced matrix elements, i.e., they do not depend on the projection
quantum numbers anymore. The non-scalar reference-state matrix elements in terms of
vacuum matrix elements are

(
ÕL
)p
q
=
(
OL
)p
q
+
∑
q

ĵqnq
(
ŌL
)(pr)L
(qq)0

, (5.168)

(
ÕL
)(pr)J
(qs)J ′

=
(
OL
)(pr)J
(qs)J ′ . (5.169)

The vacuum matrix elements in terms of reference-state matrix elements can be written
as

(
OL
)p
q
=
(
ÕL
)p
q
−
∑
q

ĵqnq

(
¯̃OL
)(pr)L
(qq)0

(5.170)
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(
OL
)(pr)J
(qs)J ′ =

(
ÕL
)(pr)J
(qs)J ′

(5.171)

Instructions for the derivation of these equations can be found in [Vob20].

5.8. J-Coupled Scalar Commutator Equations in Natural
Orbitals

Since the J-coupled flow equations and their derivation can be found in [Geb17], we will
only give an overview about the final equations in natural orbitals. Also, the symmetriz-
ers need to be coupled resulting in the so-called spherical symmetrizers. These can be
written as [Vob20]

Ξ̂J1B =
1

2

(
1± (−1)j1−j2P12

)
(5.172)

Ξ̂J2B =
1

8

(
1 + (−1)j1+j2+J+1P12

)(
1 + (−1)j3+j4+J

′+1P34

)(
1± (−1)J+J

′
P13P24PJJ ′

)
.

(5.173)

With these we can summarize the scalar J-coupled commutator equations of the multi-
reference IM-SRG(2)

Ŏ
(12)J
(34)J =+ Ξ̂J2B

∑
p

4Ω1
pO

(p2)J
(34)J (5.174)

− Ξ̂J2B

∑
p

4O1
pΩ

(p2)J
(34)J (5.175)

+ Ξ̂J2B

∑
pq

Ω
(12)J
(pq)JO

(pq)J
(34)J (1− np − nq) (5.176)

+ Ξ̂J2B

∑
pq

∑
J ′

4Ĵ ′2

{
J j1 j2
J ′ j3 j4

}
Ω̄
(13)J̄ ′

(pq)J̄ ′Ō
(pq)J̄ ′

(24)J̄ ′ (np − nq) , (5.177)

Ŏ1
2 =+ 2 Ξ̂J1B

∑
p

Ω1
pO

p
2 (5.178)

+ Ξ̂J1Bĵ
−2
1

∑
pq

∑
J

Ĵ2
(
ΩpqO

(q1)J
(p2)J

)
(np − nq) (5.179)

+ Ξ̂J1Bĵ
−2
1

∑
pq

∑
J

Ĵ2
(
OpqΩ

(q1)J
(p2)J

)
(np − nq) (5.180)
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+
1

2
Ξ̂J1Bĵ

−2
1

∑
pqr

∑
J

Ĵ2Ω
(1p)J
(qr)JO

(qr)J
(2p)J(npn̄qn̄r + n̄pnqnr) (5.181)

+ Ξ̂J1Bĵ
−2
1

∑
rtvsw

∑
J

1

2
Ĵ2Ω

(1t)J
(sw)JO

(rv)J
(2t)J λ

(sw)J
(rv)J (5.182)

+ Ξ̂J1Bĵ
−2
1

∑
rtvsw

∑
J̄

(−2)Ω̄
(1t)J̄

(sr)J̄
Ō

(vw)J̄

(2t)J̄
λ̄
(sr)J̄

(vw)J̄
(5.183)

+ Ξ̂J1Bĵ
−2
1

∑
rtvsw

∑
J1J2

Ĵ2
1 Ĵ

2
2 δ
jr
jt
ĵ−2
r Ω

(1r)J1
(t2)J1

O
(tv)J2
(sw)J2

λ
(sw)J2
(vr)J2

(5.184)

− Ξ̂J1Bĵ
−2
1

∑
rtvsw

∑
J1J2

Ĵ2
1 Ĵ

2
2 δ
jr
jt
ĵ−2
r Ω

(tv)J2
(sw)J2

O
(1r)J1
(t2)J1

λ
(sw)J2
(vr)J2

, (5.185)

Ŏ0 =+
∑
pq

ΩpqO
q
p(np − nq) (5.186)

+
1

4

∑
prqs

∑
J

Ĵ2
(
Ω
(pr)J
(qs)JO

(qs)J
(pr)J − Ω

(qs)J
(pr)JO

(pr)J
(qs)J

)
npnrn̄qn̄s (5.187)

+
1

4

∑
prqs

∑
J

Ĵ2O
(pr)J
(qs)Jλ

(pr)J
(qs)J +O

(
λ[3]
)
. (5.188)

Note that until now an index p was a m-scheme collective index |p⟩ = |nljmjt⟩. From
now on we will refer to p as a spherical collective single-particle index |p⟩ = |nljt⟩ in
a j-coupled basis. More on the implementation of these commutator equations can be
found in [Geb17], where they are reformulated in such a way that the matrix elements
can be written in matrices. The advantage is that the commutator equations can then
be written in terms of matrix products to improve the computational efficiency.

5.9. J-Coupled Non-Scalar Commutator Equations in Natural
Orbitals

For non-scalar operators, the J-coupling procedure is more complicated due to the fact
that also the tensor rank L is involved resulting in more 6j symbols and a more com-
plicated coupling pattern. The derivation of these is based on a diagrammatic approach
following [KMV88] and can be found in [Vob20]. We only give an overview of the J-
coupled non-scalar commutator equations. The equations are written in terms of reduced
matrix elements. These can be written as

(
ŎL
)(12)J
(34)J ′

=+ Ξ̂J2B

∑
p

4
(
Ω0
)1
p

(
OL
)(p2)J
(34)J ′ ĵ

−1
1 (5.189)
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− Ξ̂J2B

∑
p

4Ĵ
(
OL
)1
p

(
Ω0
)(p2)J
(34)J ′ (−1)L+J

′+j1+j2

{
j1 J j2
J ′ jp L

}
(5.190)

+ Ξ̂J2B

∑
pq

Ĵ−1
(
Ω0
)(12)J
(pq)J

(
OL
)(pq)J
(34)J ′ (1− np − nq) (5.191)

+ Ξ̂J2B

∑
pq

4
(
Ω̄0
)(13)J̄1
(pq)J̄1

(
Ō
)(pq)J̄2
(24)J̄ ′

2
(np − nq) , (5.192)

(
ŎL
)1
2
=+ 2 Ξ̂J1B

∑
p

ĵ−1
1

(
Ω0
)1
p

(
OL
)p
2

(5.193)

+ Ξ̂J1B

∑
pq

(
Ω0
)p
q

(
ŌL
)(12)L
(pq)0

(np − nq) (5.194)

+ Ξ̂J1B

∑
pq

(
OL
)p
q

(
Ω̄0
)(12)L
(pq)L

(np − nq) (5.195)

+ Ξ̂J1B

∑
pqr

∑
JJ ′

Ĵ ′ (Ω0
)(1p)J
(qr)J

(
OL
)(qr)J
(2p)J ′

(−1)j1+jp+J
′+L

{
j2 j1 L

J J ′ jp

}
(npn̄qn̄r + n̄pnqnr) (5.196)

+
Ξ̂J1B
2

∑
rtvsw

∑
JJ ′

(
Ω0
)(1t)J
(sw)J

(
OL
)(rv)J
(2t)J ′

(
λ0
)(sw)J
(rv)J

(−1)L+J
′+j1+jt Ĵ−1Ĵ ′

{
L J J ′

jt j2 j1

}
(5.197)

+ Ξ̂J1B

∑
rtvsw

∑
J̄ J̄ ′

(+2) ˆ̄J ˆ̄J ′ (Ω̄0
)(1t)J̄
(sr)J̄

(
ŌL
)(vw)J̄
(2t)J̄ ′

(
λ̄0
)(sr)J̄
(vw)J̄

(5.198)

+ Ξ̂J1
∑
rtvsw

(
Ω̄0
)(12)L
(tr)L

(
OL
)(tv)J
(sw)J ′

(
λ0
)(sw)J ′

(vr)J ′

Ĵ Ĵ ′(−1)jt+jv+L+J
′

{
L jt jr
jv J

′ J

}
(5.199)

− Ξ̂J1B

∑
rtvsw

∑
J

(−1)2jr+jv+jt+J ĵ−1
t Ĵ2δjrjt

(
Ω0
)(tv)J
(sw)J

(
ŌL
)(12)L
(tr)0

(
λ0
)(sw)J
(vr)J

,

(5.200)

Ŏ0 =+
∑
pq

(
Ω0
)p
q

(
O0
)q
p
δL0 (np − nq) (5.201)

+
1

4

∑
prqs

∑
J

((
Ω0
)(pr)J
(qs)J

(
OL
)(qs)J
(pr)J

−
(
Ω0
)(qs)J
(pr)J

(
OL
)(pr)J
(qs)J

)
npnrn̄qn̄sδ

L
0 (5.202)
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+
1

4

∑
prqs

∑
J

(
OL
)(pr)J
(qs)J

(
λ0
)(pr)J
(qs)J

δL0 , (5.203)

where
(
OL
)

is a matrix element of a non-scalar tensor operator ÔL with the tensor rank
L and scalar matrix elements are denoted as

(
O0
)
. Due to the fact that the matrix

elements of ÔL are not diagonal in the total angular momentum, the computational cost
is increasing significantly. Consequently, only the Magnus evolution is implemented for
non-scalar operators since a direct evolution is computationally too demanding.

5.10. Generators of the IM-SRG

The aim of the IM-SRG is to suppress a specific off-diagonal part of the Hamiltonian
in such a way that we obtain a decoupling pattern. In this work, the off-diagonal
part is defined as the part, which couples a reference state |ψref⟩ to its particle-hole
excitations, where the final Hamiltonian of the IM-SRG evolution is given by Ĥ(∞).
For suppressing the off-diagonal part of the Hamiltonian, there exist different generator
types η̂(s). There are many ways to come from the initial Hamiltonian Ĥ(0) to the
final Hamiltonian. These paths are called decoupling pattern and depend on the choice
of the generator. The generators differ in their decoupling behavior and control the
numerical stability and efficiency during the IM-SRG evolution. The generator type and
decoupling pattern are independent of each other, making the IM-SRG very flexible in
terms of targeting different states and open-shell nuclei.
In this work we will use two different types of generators, namely the White [Whi02]
and the imaginary-time [Car+15] generator. Further, we will also give an overview of
the Wegner [Weg94] generator, which is the most simple choice for the IM-SRG.

5.10.1. The Wegner Generator

The Wegner generator was first proposed by Wegner [Weg94] and is defined as the
commutator of the diagonal part of the Hamiltonian Ĥd(s) and the off-diagonal part of
the Hamiltonian Ĥod(s)

η̂(s) =
[
Ĥd(s), Ĥod(s)

]
. (5.204)

A fixed point of the flow is reached if Ĥod(s) vanishes. However, the Wegner generator
is leading to stiff ODEs due to the fact that we obtain cubic terms in the Hamiltonian
[Her+16].
Analyzing the asymptotic behavior of the off-diagonal part of the Hamiltonian, we obtain
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⟨i| Ĥod(s) |j⟩ ≈ ⟨i| Ĥod(s0) |j⟩ e−(Ei−Ej)
2(s−s0), s > s0, (5.205)

where s0 has to be large enough. From this behavior we can see that the Wegner ge-
nerator yields real renormalization group transformations, i.e., matrix elements between
states with large energy differences decay at smaller flow parameters s compared to
states with small energy differences. This shows that the decoupling path can be longer
compared to other generators [Her+16].
The off-diagonal part of the Hamiltonian can be written as

Ĥod(s) =
∑
pq

(fod)pq
{
âpq
}
+
∑
prqs

(Γod)prqs
{
âprqs
}
, (5.206)

where the off-diagonal matrix elements (fod)pq and (Γod)prqs can be written as

(fod)pq = ⟨ψref| Ĥ
{
âpq
}
|ψref⟩+ [p↔ q], (5.207)

(Γod)prqs = ⟨ψref| Ĥ
{
âprqs
}
|ψref⟩+ [(pr) ↔ (qs)], (5.208)

where (fod)pq decouples one-particle one-hole (1p1h) and (Γod)prqs decouples two-particle
two-hole (2p2h) states from the reference state. Note that [p ↔ q] indicates that the
indices p and q are exchanged and [(pr) ↔ (qs)] indicates that the indices pr and qs are
permuted.

5.10.2. The White- and Imaginary-Time Generators

In this work we are mostly using the White and imaginary-time generators. The White
generator was first proposed by White and used in the context of canonical transforma-
tion theory in quantum chemistry [Whi02; TBS11]. The imaginary-time generator on
the other hand is frequently used in Quantum Monte Carlo methods [Car+15]. Com-
pared to the Wegner generator, these generators show an improved decoupling behavior
and result in less stiff ODEs.
We start with the general form of the generator in second quantization

η̂(s) =
∑
pq

ηpq
{
âpq
}
+

1

4

∑
prqs

ηprqs
{
âprqs
}
, (5.209)

where its matrix elements in case of the White and imaginary-time generators are given
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as

ηpq = F(∆p
q)(f

od)pq − [p↔ q], (5.210)

ηprqs = F(∆pr
qs)(Γ

od)prqs − [(pr) ↔ (qs)] (5.211)

with

F(∆) :=

 1
∆ for White

sgn(∆) for imaginary-time
, (5.212)

where ∆p
q and ∆pr

qs are the so-called Epstein-Nesbet energies, which are the difference
between the expectation values of the Hamiltonian with respect to the reference state
and its excitations

∆p
q = ⟨ψref|

{
âpq
}†
Ĥ
{
âpq
}
|ψref⟩ − ⟨ψref| Ĥ |ψref⟩

= −n̄2pn2qΓpqpq + n̄2pnqf
p
p − n̄pn

2
qf

q
q + E(n̄pnq − 1) +O

(
λ[2]
)
, (5.213)

∆pr
qs = ⟨ψref|

{
âprqs
}†
Ĥ
{
âprqs
}
|ψref⟩ − ⟨ψref| Ĥ |ψref⟩

=
(
1 + τ̂pq τ̂

r
s

)(
n̄pn̄rnqns

(
1

2
n̄pn̄rΓ

pr
pr +

1

2
nqnsΓ

qs
qs − n̄pnsΓ

ps
ps − n̄pnqΓ

pq
pq

)
+n̄pn̄rnqns

(
n̄pf

p
p − nqf

q
q

)
+

1

2
E(n̄pn̄rnqns − 1) +O

(
λ[2]
))

. (5.214)
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5.10.3. Decoupling Patterns

Using the Wegner, imaginary-time or White generators, the reference state |ψref⟩ can be
decoupled from all 1p1h and 2p2h excitations, i.e., the following set of many-body states

E1p1h =
{
{âpq} |ψref⟩

}
, E2p2h =

{
{âprqs} |ψref⟩

}
. (5.215)

The decoupling condition for the 1p1h excitations is

0
!
= D1(1, 2) := ⟨ψref| Ĥ{â12} |ψref⟩ = n1n̄2f

1
2 +

∑
pq

fpq λ
p1
q2

+
1

2

∑
prq

(
n̄1λ

pr
2qΓ

pr
1q − n2Γ

2q
prλ

1q
pr

)
+O

(
λ[3]
)
. (5.216)

Further, the decoupling condition for 2p2h excitations can be written as

0
!
= D2(1, 2, 3, 4) := ⟨ψref| Ĥ{â1234} |ψref⟩ = n̄1n̄2n3n4Γ

34
12

+ (1− P34)n4
∑
p

f4pλ
12
p3 − (1− P12)n̄2

∑
p

fp2λ
p1
34

+
1

2
n̄1n̄2

∑
pq

Γpq12λ
pq
34 +

1

2
n3n4

∑
pq

Γ34
pqλ

12
pq

− (1− P12)(1− P34)n3n̄1
∑
pq

Γp31qλ
p2
q4 +O(...), (5.217)

where all higher contributions to the irreducible density matrices beyond the two-body
rank and also quadratic terms of the two-body irreducible density matrices are neglected.
From the emergence of these terms we can conclude that the reference state is coupled
to its excitations in a non-trivial way [Vob20].
This strict decoupling pattern has been relaxed in such a way that the reference state
|ψref⟩ does not get decoupled from all excitations. Instead, |ψref⟩ gets decoupled from
the basis states lying in the reference model space. Formally, only the particle-hole
excitations, where the sum of the single-particle energies e of the annihilated and created
particles is not equal, are decoupled.

E ′
1p1h =

{
{âpq} |ψref⟩ |e(p) ̸= e(q)

}
, (5.218)

E ′
2p2h =

{
{âprqs} |ψref⟩ |e(p1) + e(p2) ̸= e(q1) + e(q2)

}
, (5.219)
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and the new decoupling conditions are now

0 = D̃1(p1, p2) =

D1(p1, p2) if e(p1) ̸= e(p2),

0 else
, (5.220)

0 = D̃2(p1, p2, p3, p4) =

D2(p1, p2, p3, p4) if e(p1) + e(p2) ̸= e(p3) + e(p4),

0 else
. (5.221)

More on these optimizations like the illustration that the slightly relaxed decoupling
scheme is sufficient can be found in [Vob20].
Finally, we have different choices for the generators. In this work when not stated
otherwise we use the White generator with the modified decoupling scheme since its
decoupling is faster compared to the imaginary-time generator [Her+16].

54



6. Derivation of a Leading-Order
Three-Body Correction

In this chapter we are going to derive a so-called leading-order three-body correction
(LOTC) to the multi-reference IM-SRG. Until now, the formalism includes interaction
contributions up to the two-body rank only, i.e., it uses the NO2B approximation. As was
found in [Par+17] and [Vob20], non-scalar observables like B(E2) transition strengths
and electric quadrupole moments Q cannot be described accurately using the NO2B
approximation only. Two examples are the oxygen and neon isotopic chains, where the
B(E2) transition strenghts are systematically underestimated compared to experimental
results. In [Vob20] it was shown that induced two-body terms of the electric quadrupole
operator show a much larger contribution to the transition strength compared to the
one-body terms, which partially do not contribute or show approximately half of the
contribution. Therefore, the question of induced three-body contributions arises. But
since a complete evaluation of the IM-SRG(3) is computationally expensive in terms of
CPU time and memory, we have developed a leading-order three-body correction for the
BCH series in the observable transformation.
This chapter is split in four sections. In the first section we present the strategy and
Ansatz for the LOTC. In the second section we derive the three-body commutator equa-
tions for the multi-reference IM-SRG, where we use the generalized Wick theorem for
the evaluation of commutators. Afterwards we normal-order all three-body observable
terms. In the second section we will focus on the implementation of the LOTC and op-
timizations using intermediate tensors. The last section will describe a custom program
in Python we used for the symbolic derivation of the three-body commutators. We did
this programmatically because the derivation by hand is very time consuming and error
prone.

6.1. Strategy for the LOTC

Before starting with the evaluation of the induced three-body commutators, we present
the strategy and ingredients needed for the LOTC. We use the Magnus formulation
of the IM-SRG(2) to construct the Magnus operator Ω̂(s) and to compute the desired
observable Ô(s) using the NO2B approximation. The Magnus operator is then used for
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the three-body correction in the evaluation of the BCH series. This ansatz is comfortable
because the flow equation does not change and we only need to pick the leading-order
part, where three-body terms are induced in the evaluation of the BCH series.

6.2. Three-Body Commutators and the LOTC

6.2.1. Derivation of the Three-Body Commutators

For the derivation of the three-body contributions to the IM-SRG(2) we need the BCH
series in the Magnus formalism given by

Ô(s) =
∞∑
k=0

1

k!

[
Ω̂(s), Ô(0)

]
k

(6.222)

beyond the NO2B approximation by taking induced three-body contributions into ac-
count, which has never been done before for the multi-reference IM-SRG.
Each of the operators is normal ordered with respect to a multi-determinantal reference
state |Ψref⟩ and Ô(s) is truncated at the NO3B level, which can be written as

Ω̂(s) = Ω̂[1] + Ω̂[2] =
∑
pq

Ωpq
{
âpq
}
+

1

4

∑
prqs

Ωprqs
{
âprqs
}

(6.223)

Ô(s) = Ô[0] + Ô[1] + Ô[2] + Ô[3]

= O0 +
∑
pq

Opq
{
âpq
}
+

1

4

∑
prqs

Oprqs
{
âprqs
}
+

1

36

∑
prtqsu

Oprtqsu

{
âprtqsu

}
. (6.224)

Note that we truncated Ω̂(s) at NO2B since we do not solve the IM-SRG(3) flow-
equation, i.e., the three-body part of the Magnus operator Ω̂[3] is not available.
Splitting up the commutator evaluation with respect to the particle ranks, we obtain

ˆ̆
O(s) =

[
Ω̂(s), Ô(0)

]
=
[
Ω̂[1] + Ω̂[2], Ô[0] + Ô[1] + Ô[2] + Ô[3]

]
=
[
Ω̂[1], Ô[1]

]
+
[
Ω̂[1], Ô[2]

]
+
[
Ω̂[2], Ô[1]

]
+
[
Ω̂[2], Ô[2]

]
+
[
Ω̂[1], Ô[3]

]
+
[
Ω̂[2], Ô[3]

]
. (6.225)

We will only evaluate the commutators beyond the two-body rank because the other
expressions are part of the IM-SRG(2) formulation already. We will derive the commu-
tators

[
Ω̂[1], Ô[2]

]
and

[
Ω̂[2], Ô[3]

]
using the generalized Wick theorem.
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In addition, we need the three body part of
[
Ω̂[2], Ô[2]

]
, which is given by

[
Ω̂[2], Ô[2]

]
3B

=
1

8

∑
prt
qsu

(∑
v

ΩprsvO
tv
qu +ΩpvqsO

rt
uv − ΩprqvO

tv
su − ΩrvqsO

pt
uv

){
âprtqsu

}
, (6.226)

where
[
Ω̂[2], Ô[2]

]
3B

denotes the three-body part of the commutator.

As an example, let us evaluate the first term of the commutator
[
Ω̂[1], Ô[3]

]
, which is

given by

[
Ω̂[1], Ô[3]

]
3B

=
1

36

∑
prtv
qsuw

ΩpqO
rtv
suw

[{
âpq
}
,
{
ârtvsuw

}]
(6.227)

=
1

36

∑
prtv
qsuw

ΩpqO
rtv
suw

({
âpq
}{

ârtvsuw
}
−
{
ârtvsuw

}{
âpq
})

(6.228)

=
1

36

∑
prtv
qsuw

ΩpqO
rtv
suw

(
−γps

{
ârtvquw

}
+ γpu

{
ârtvqsw

}
− γpw

{
ârtvqsu

}
− γ̄rq

{
âptvsuw

}
+γ̄tq {âprvsuw} − γ̄vq

{
âprtsuw

}
− γrq

{
âptvsuw

}
+ γtq {âprvsuw}

−γvq
{
âprtsuw

}
− γ̄ps

{
ârtvquw

}
+ γ̄pu

{
ârtvqsw

}
− γ̄pw

{
ârtvqsu

})
.

(6.229)

Now we can use the relation γ̄pq + γpq = δpq and obtain

[
Ω̂[1], Ô[3]

]
3B

=
1

36

∑
prtv
qsuw

ΩpqO
rtv
suw

(
−δps

{
ârtvquw

}
+ δpu

{
ârtvqsw

}
− δpw

{
ârtvqsu

}
+ δtq {âprvsuw}

−δrq
{
âptvsuw

}
− δvq

{
âprtsuw

})
. (6.230)

The next step is to relabel the summation indices of the matrix elements of the tensors in
order to obtain a form, which is compliant with (6.224). For the first term for example,
we need to relabel p by v and s by w. Doing this for all terms, we arrive at

[
Ω̂[1], Ô[3]

]
3B

=
1

36

∑
prtv
qsuw

(
OpwΩ

rtv
qsu −OrwΩ

ptv
qsu +OtwΩ

prv
qsu

−OvqΩprtsuw +OvsΩ
prt
quw −OvuΩ

prt
qsw

)
δvw
{
âprtqsu

}
. (6.231)
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Finally, we can evaluate the Kronecker delta to eliminate the summation index w and
obtain

[
Ω̂[1], Ô[3]

]
3B

=
1

36

∑
prt
qsu

(∑
v

+OpvΩ
rtv
qsu −OrvΩ

ptv
qsu +OtvΩ

prv
qsu

−OvqΩprtsuv +OvsΩ
prt
quv −OvuΩ

prt
qsv

){
âprtqsu

}
. (6.232)

For the two-, one- and zero-body-part of
[
Ω̂[1], Ô[3]

]
we obtain

[
Ω̂[1], Ô[3]

]
= +

1

36

∑
prt
qsu

(∑
v

ΩpvO
rtv
qsu − ΩrvO

ptv
qsu +ΩtvO

prv
qsu − ΩvqO

prt
suv +ΩvsO

prt
quv − ΩvuO

prt
qsv

){
âprtqsu

}

+
1

4

∑
pr
qs

(∑
tv

ΩvtO
prt
qsv (nv − nt)

){
âprqs
}

+
1

2

∑
p
q

∑
rtv
su

(
ΩvsO

prt
quv − ΩrvO

ptv
qsu

)
λrtsu

{âpq}
+

1

12

∑
prtv
qsu

(
ΩpvO

rtv
qsu − ΩvqO

prt
suv

)
λprtqsu.

(6.233)

Since the result of
[
Ω̂[2], Ô[3]

]
is quite lengthy, we will sort it by many-body ranks like

[
Ω̂[2], Ô[3]

]
=+

[
Ω̂[2], Ô[3]

]
4B

+
[
Ω̂[2], Ô[3]

]
3B

+
[
Ω̂[2], Ô[3]

]
2B

+
[
Ω̂[2], Ô[3]

]
1B

+
[
Ω̂[2], Ô[3]

]
0B
. (6.234)
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The result for the four-body part is

[
Ω̂[2], Ô[3]

]
4B

= +
1

72

∑
prtv
qsuw

(∑
x

ΩrvwxO
ptx
qsu − ΩtvwxO

prx
qsu − ΩpvwxO

rtx
qsu

+ ΩvxqwO
prt
sux − ΩvxswO

prt
qux +ΩvxuwO

prt
qsx

){
âprtvqsuw

}
. (6.235)

Next, we get to the three-body part, where we obtain

[
Ω̂[2], Ô[3]

]
3B

= +
1

72

∑
prt
qsu

(∑
vx

(
ΩprvxO

tvx
qsu +ΩrtvxO

pvx
qsu +ΩvxquO

prt
svx

− ΩvxqsO
prt
uvx − ΩvxsuO

prt
qvx − ΩptvxO

rvx
qsu

)
(1− nv − nx)

+
1

36

(
ΩpvsxO

rtx
quv +ΩpxqvO

rtv
sux +ΩpxuvO

rtv
qsx +ΩrvqxO

ptx
suv

+ ΩrvuxO
ptx
qsv +ΩrxsvO

ptv
qux +ΩtvsxO

prx
quv +ΩtxqvO

prv
sux

+ΩtxuvO
prv
qsx ) (nx − nv)

){
âprtqsu

}
. (6.236)

For the two-body part, we obtain the following set of equations

[
Ω̂[2], Ô[3]

]
2B

= +
1

8

∑
pr
qs

(∑
tvx

(
+Ωvxqt O

prt
svx +ΩrtvxO

pvx
qst − ΩptvxO

rvx
qst − Ωvxst O

prt
qvx

)

(n̄tnvnx + ntn̄vn̄x)

){
âprqs
}

+
∑
pr
qs

∑
tvx
uw

(
1

16

(
ΩtvqxO

prx
suw +ΩrxuwO

ptv
qsx − ΩtvsxO

prx
quw − ΩpxuwO

rtv
qsx

)
+

1

8

(
ΩpxquO

rtv
swx +ΩpxswO

rtv
qux − ΩptqxO

rvx
suw − ΩpvsxO

rtx
quw

+ ΩrxqwO
ptv
sux +ΩrxsuO

ptv
qwx − ΩrvqxO

ptx
suw − ΩrtsxO

pvx
quw

+ ΩvxqsO
prt
uwx +ΩvxuwO

prt
qsx − ΩprwxO

tvx
qsu − ΩtvwxO

prx
qsu

)
+

1

4

(
ΩvxqwO

prt
sux +ΩvxsuO

prt
qwx − ΩpvwxO

rtx
qsu − ΩrtwxO

pvx
qsu

))
λtvuw

{âprqs} .
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(6.237)

The one-body part is then given by

[
Ω̂[2], Ô[3]

]
1B

= +
1

4

∑
p
q

(∑
rtvx

Ωvxrt O
prt
qvx (n̄rn̄tnvnx − n̄vn̄xnrnt)

){
âpq
}

+
∑
p
q

∑
rtvx
su

((
1

8

(
ΩrtvxO

pvx
qsu − ΩvxsuO

prt
qvx

)
+

1

4

(
−ΩptvxO

rvx
qsu − ΩvxqsO

prt
uvx

))

(1− nv − nx)

+

(
1

2

(
ΩpvsxO

rtx
quv − ΩrxqvO

ptv
sux

)
+ΩrxsvO

ptv
qux

)
(nx − nv)

)
λrtsu

{âpq}

+
∑
p
q

∑
rtvx
suw

(
1

12

(
ΩpxquO

rtv
swx +ΩtvqxO

prx
suw − ΩptqxO

rvx
suw − ΩpxuwO

rtv
qsx

)

+
1

4

(
ΩptwxO

rvx
qsu +ΩvxuwO

prt
qsx − ΩtvwxO

prx
qsu − ΩvxquO

prt
swx

))
λrtvsuw

{âpq} .
(6.238)

Finally, we obtain the equations for the zero-body part, which are given by

[
Ω̂[2], Ô[3]

]
0B

= −
∑
prtvx
qs

1

4

((
ΩptvxO

rvx
qst +Ωvxst O

prt
qvx

)
(n̄tnvnx + ntn̄vn̄x)

)
λprqs

+
∑
prtvx
qsuw

(
+

1

12
ΩvxqsO

prt
uwx −

1

24
ΩpxuwO

rtv
qsx +

1

8
ΩtvqxO

prx
suw

− 1

6
ΩrxquO

ptv
swx −

1

4

(
ΩpvwxO

rtx
qsu +ΩpvqxO

rtx
suw

)
−1

3
ΩvxquO

prt
swx

)
λprqsλ

tv
uw

+
∑
prtvx
qsu

(
1

24

(
ΩvxquO

prt
svx − ΩptvxO

rvx
qsu

)
(1− nv − nx)

+
1

4
ΩrxsvO

ptv
qux (nx − nv)

)
λprtqsu. (6.239)

In the following we will neglect all terms with a irreducible three-body density λ[3],
as mentioned in section 5.6, and all terms containing a multiplication of two irreducible
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two-body densities λ[2]. We have renamed the indices of Oprtqsu to O123
456, since these indices

are fixed by Eq. (6.224). Now, alphabetic indices are considered as summation indices
and numeric indices are fixed and should not be relabled. The final equations of the
commutator evaluation for the three-body part are given by

Ŏ123
456 =+

9

2

∑
v

(
Ω12
5vO

3v
46 +Ω1v

45O
23
6v − Ω12

4vO
3v
56 − Ω2v

45O
13
6v

)
(6.240)

+
∑
v

Ω1
vO

23v
456 − Ω2

vO
13v
456 +Ω3

vO
12v
456 − Ωv4O

123
56v +Ωv5O

123
46v − Ωv6O

123
45v (6.241)

+
1

2

∑
vx

(
Ωvx45O

123
6vx +Ωvx56O

123
4vx +Ω13

vxO
2vx
456 − Ω12

vxO
3vx
456 − Ω23

vxO
1vx
456

− Ωvx46O
123
5vx

)
(1− nv − nx) (6.242)

+
∑
vx

(
Ω1v
5xO

23x
46v +Ω1x

4vO
23v
56x +Ω1x

6vO
23v
45x +Ω2v

4xO
13x
56v +Ω2v

6xO
13x
45v

+ Ω2x
5vO

13v
46x +Ω3v

5xO
12x
46v +Ω3x

4vO
12v
56x +Ω3x

6vO
12v
45x

)
(nv − nx) . (6.243)

For the two-body part we obtain

Ŏ12
34 =+

∑
tv

ΩvtO
12t
34v (nv − nt) (6.244)

+
1

2

∑
tvx

(
Ωvx3tO

12t
4vx +Ω2t

vxO
1vx
34t − Ω1t

vxO
2vx
34t − Ωvx4tO

12t
3vx

)
(n̄tnvnx + ntn̄vn̄x)

(6.245)

+
1

4

∑
tvx
uw

(
Ωtv3xO

12x
4uw +Ω2x

uwO
1tv
34x − Ωtv4xO

12x
3uw − Ω1x

uwO
2tv
34x

)
λuwtv (6.246)

+
1

2

∑
tvx
uw

(
Ω1x
3uO

2tv
4wx +Ω1x

4wO
2tv
3ux − Ω1t

3xO
2vx
4uw − Ω1v

4xO
2tx
3uw

+ Ω2x
3wO

1tv
4ux +Ω2x

4uO
1tv
3wx − Ω2v

3xO
1tx
4uw − Ω2t

4xO
1vx
3uw

)
λuwtv (6.247)

+
1

2

∑
tvx
uw

(
Ωvx34O

12t
uwx − Ω12

wxO
tvx
34u

)
λuwtv (6.248)

+
1

2

∑
tvx
uw

(
ΩvxuwO

12t
34x − ΩtvwxO

12x
34u

)
λuwtv (6.249)

+
∑
tvx
uw

(
Ωvx3wO

12t
4ux +Ωvx4uO

12t
3wx − Ω1v

wxO
2tx
34u − Ω2t

wxO
1vx
34u

)
λuwtv . (6.250)
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The one-body part is given by

Ŏ1
2 =+

1

4

∑
rtv
su

(
ΩvsO

1rt
2uv +ΩtvO

1rv
2su − ΩrvO

1tv
2su − ΩvuO

1rt
2sv

)
λsurt (6.251)

+
1

4

∑
rtvx

Ωvxrt O
1rt
2vx (n̄rn̄tnvnx − n̄vn̄xnrnt) (6.252)

+
1

8

∑
rtvx
su

(
ΩrtvxO

1vx
2su − ΩvxsuO

1rt
2vx

)
(1− nv − nx)λ

su
rt (6.253)

− 1

4

∑
rtvx
su

(
Ω1t
vxO

rvx
2su +Ωvx2sO

1rt
uvx

)
(1− nv − nx)λ

su
rt (6.254)

+
1

2

∑
rtvx
su

(
Ω1v
sxO

rtx
2uv − Ωrx2vO

1tv
sux

)
(nx − nv)λ

su
rt (6.255)

+
∑
rtvx
su

ΩrxsvO
1tv
2ux (nx − nv)λ

su
rt . (6.256)

Finally, we obtain for the zero-body part

Ŏ0 = −
∑
prtvx
qs

1

4

((
ΩptvxO

rvx
qst +Ωvxst O

prt
qvx

)
(n̄tnvnx + ntn̄vn̄x)

)
λqspr. (6.257)

Note that we ommited the four-body part because we only want to consider three-body
terms as a maximal particle rank. In order to obtain a clearer form of the commutator
results, we can use one- and two-body symmetrizers. The one-body symmetrizer exploits
the Hermitian symmetry and the two-body symmetrizer uses the antisymmetry for an
exchange between two particles additionally.
As an example, let us take the second two-body term (6.245) and express it in terms of
the two-body symmetrizer, which is given by

Ξ̂2B =
1

8
(1− P12 − P34 + P12P34) (1± P13P24) . (6.258)

The strategy is to pick one summand of

Ŏ12
34,II =

1

2

∑
tvx

(
Ωvx3tO

12t
4vx +Ω2t

vxO
1vx
34t − Ω1t

vxO
2vx
34t − Ωvx4tO

12t
3vx

)
(n̄tnvnx + ntn̄vn̄x) ,

(6.259)
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where Ŏ12
34,II stands for the second term of the two-body equations. We let Ξ̂2B act on

the first summand of Eq. (6.245) and obtain

Ξ̂2B
IŎ12

34,II =
1

8
(1− P12 − P34 + P12P34) (1± P13P34)

∑
tvx

Ωvx3tO
12t
4vx (n̄tnvnx + ntn̄vn̄x)

=
1

4

∑
tvx

(
Ωvx3tO

12t
4vx − Ωvx4tO

12t
3vx − Ω1t

vxO
2vx
34t +Ω2t

vxO
1vx
34t

)
(n̄tnvnx + ntn̄vn̄x) ,

(6.260)

where IŎ12
34,II denotes the first summand of the second two-body term. We recognize

that the application of Ξ̂2B fully reproduces (6.245). The last step is the comparison
of the obtained prefactor, which is 1

4 with the prefactor of the second term, which is 1
2 .

Doing this, we obtain

Ŏ12
34,II = 2 Ξ̂2B

∑
tvx

Ωvx3tO
12t
4vx (n̄tnvnx + ntn̄vn̄x) . (6.261)

Following this procedure for every term, the symmetrized results for the two-body terms
are

Ŏ12
34 =+ Ξ̂2B

∑
tv

ΩvtO
12t
34v (nt − nv) (6.262)

+ Ξ̂2B 2
∑
tvx

Ωvx3tO
12t
4vx (n̄tnvnx + ntn̄vn̄x) (6.263)

+ Ξ̂2B

∑
tvxuw

Ωtv3xO
12x
4uwλ

uw
tv (6.264)

+ Ξ̂2B 4
∑
tvxuw

Ω1x
3uO

2tv
4wxλ

uw
tv (6.265)

+ Ξ̂2B

∑
tvxuw

Ωvx34O
12t
uwxλ

uw
tv (6.266)

+ Ξ̂2B

∑
tvxuw

ΩvxuwO
12t
34xλ

uw
tv (6.267)

+ Ξ̂2B 4
∑
tvxuw

Ωvx3wO
12t
4uxλ

uw
tv . (6.268)

Regarding the one-body terms and using the one-body symmetrizer

Ξ̂1B =
1

2
(1± P12) , (6.269)
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we obtain

Ŏ1
2 =+ Ξ̂1B

1

2

∑
rtvsu

(ΩtvO
1rv
2su − ΩrvO

1tv
2su)λ

su
rt (6.270)

+ Ξ̂1B
1

4

∑
rtvx

Ωvxrt O
1rt
2vx (n̄rn̄tnvnx − nrntn̄vn̄x) (6.271)

+ Ξ̂1B
1

4

∑
rtvxsu

ΩrtvxO
1vx
2su (1− nv − nx)λ

su
rt (6.272)

+ Ξ̂1B
1

2

∑
rtvxsu

Ω1r
vxO

tvx
2su (1− nv − nx)λ

su
rt (6.273)

+ Ξ̂1B

∑
rtvxsu

Ω1v
sxO

rtx
2uv (nx − nv)λ

su
rt (6.274)

+ Ξ̂1B

∑
rtvxsu

ΩrxsvO
1tv
2ux (nx − nv)λ

su
rt . (6.275)

For the zero-body term there is no symmetrizer available, therefore it belongs unchanged

Ŏ0 = −1

4

∑
prtvxqs

(
ΩptvxO

rvx
qst +Ωvxst O

prt
qvx

)
(n̄tnvnx + ntn̄vn̄x)λ

qs
pr. (6.276)

6.2.2. LOTC Approximation

The LOTC approximation can be described as follows: We compute a three-body cor-
rection to the desired observable Ô, where we express every three-body operator Ô[3] in
terms of two-body operators. Therefore, we pick the first term of Ŏ123

456 (see Eq. (6.240))
and replace every three-body operator by this term, i.e., we normal order the three-body
terms on the fly. Furthermore, when regarding the BCH series (6.222), the leading-order
part can be written as

Ô(s)LO =
1

2

[
Ω̂(s),

[
Ω̂(s), Ô(0)

]]
. (6.277)

Since we only want to compute a correction for the zero-, one- and two-body part of the
IM-SRG(2), we can write Eq. (6.277) in terms of induced many-body parts

ÔLOTC =+
1

2

[
Ω̂[1],

[
Ω̂[2], Ô[2]

]
3B

]
1B

+
1

2

[
Ω̂[1],

[
Ω̂[2], Ô[2]

]
3B

]
2B

+
1

2

[
Ω̂[2],

[
Ω̂[2], Ô[2]

]
3B

]
0B

+
1

2

[
Ω̂[2],

[
Ω̂[2], Ô[2]

]
3B

]
1B

+
1

2

[
Ω̂[2],

[
Ω̂[2], Ô[2]

]
3B

]
2B
.

(6.278)
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Let us take the first two-body term (6.262)

Ŏ12
34,I = +Ξ̂2B

∑
tv

ΩvtO
12t
34v(nt − nv) (6.279)

and replace the three-body tensor O12t
34v by (6.240). We obtain

Ŏ12
34,I = +

9

2
Ξ̂2B

∑
tvx

Ωvt
(
Ω12
4xO

tx
3v +Ω1x

34O
2t
vx − Ω12

3xO
tx
4v − Ω2x

34O
1t
vx

)
(nt − nv). (6.280)

Note that the replacement of O12t
34v results in an additional summation index x entering

the equation. We can split up ÔLOTC by many-body parts

ÔLOTC = Ô
[2]
LOTC + Ô

[1]
LOTC + Ô

[0]
LOTC (6.281)

and obtain

Ŏ12
34,LOTC =+

9

2
Ξ̂2B

∑
tvx

Ωvt
(
Ω12
4xO

tx
3v +Ω1x

34O
2t
vx − Ω12

3xO
tx
4v − Ω2x

34O
1t
vx

)
(nt − nv) (6.282)

+ 9 Ξ̂2B

∑
tvxz

Ωvx3t
(
Ω12
vzO

tz
4x +Ω1z

4vO
2t
xz − Ω12

4zO
tz
vx − Ω2z

4vO
1t
xz

)
(n̄tnvnx + ntn̄vn̄x) (6.283)

+
9

2
Ξ̂2B

∑
tvxzuw

Ωtv3x
(
Ω12
uzO

xz
4w +Ω1z

4uO
2x
wz − Ω12

4zO
xz
uw − Ω2z

4uO
1x
wz

)
λuwtv (6.284)

+ 18 Ξ̂2B

∑
tvxzuw

Ω1x
3u

(
Ω2t
wzO

vz
4x +Ω2z

4wO
tv
xz − Ω2t

4zO
vz
wx − Ωtz4wO

2v
xz

)
λuwtv (6.285)

+
9

2
Ξ̂2B

∑
tvxzuw

Ωvx34
(
Ω12
wzO

tz
ux +Ω1z

uwO
2t
xz − Ω12

uzO
tz
wx − Ω2z

uwO
1t
xz

)
λuwtv (6.286)

+
9

2
Ξ̂2B

∑
tvxzuw

Ωvxuw
(
Ω12
4zO

tz
3x +Ω1z

34O
2t
xz − Ω12

3zO
tz
4x − Ω2z

34O
1t
xz

)
λuwtv (6.287)

+ 18 Ξ̂2B

∑
tvxzuw

Ωvx3w
(
Ω12
uzO

tz
4x +Ω1z

4uO
2t
xz − Ω12

4zO
tz
ux − Ω2z

4uO
1t
xz

)
λuwtv , (6.288)

Ŏ1
2,LOTC =+

9

4
Ξ̂1B

∑
rtvxsu

Ωtv
(
Ω1r
sxO

vx
2u +Ω1x

2sO
rv
ux − Ω1r

2xO
vx
su − Ωrx2sO

1v
ux

)
λsurt (6.289)

− 9

4
Ξ̂1B

∑
rtvxsu

Ωrv
(
Ω1t
sxO

vx
2u +Ω1x

2sO
tv
ux − Ω1t

2xO
vx
su − Ωtx2sO

1v
ux

)
λsurt (6.290)
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+
9

8
Ξ̂1B

∑
rtvxz

Ωvxrt
(
Ω1r
vzO

tz
2x +Ω1z

2vO
rt
xz − Ω1r

2zO
tz
vx − Ωrz2vO

1t
xz

)
(n̄rn̄tnvnx − nrntn̄vn̄x) (6.291)

+
9

8
Ξ̂1B

∑
rtvxzsu

Ωrtvx
(
Ω1v
szO

xz
2u +Ω1z

2sO
vx
uz − Ω1v

2zO
xz
su − Ωvz2sO

1x
uz

)
(1− nv − nx)λ

su
rt (6.292)

+
9

4
Ξ̂1B

∑
rtvxzsu

Ω1r
vx

(
ΩtvszO

xz
2u +Ωtz2sO

vx
uz − Ωtv2zO

xz
su − Ωvz2sO

tx
uz

)
(1− nv − nx)λ

su
rt (6.293)

+
9

2
Ξ̂1B

∑
rtvxzsu

Ω1v
sx

(
ΩrtuzO

xz
2v +Ωrz2uO

tx
vz − Ωrt2zO

xz
uv − Ωtz2uO

rx
vz

)
(nx − nv)λ

su
rt

(6.294)

+
9

2
Ξ̂1B

∑
rtvxzsu

Ωrxsv
(
Ω1t
uzO

vz
2x +Ω1z

2uO
tv
xz − Ω1t

2zO
vz
ux − Ωtz2uO

1v
xz

)
(nx − nv)λ

su
rt ,

(6.295)

Ŏ0,LOTC =− 9

8

∑
prtvxzqs

[
Ωptvx

(
ΩrvszO

xz
qt +ΩrzqsO

vx
tz − ΩrvqzO

xz
st − ΩvzqsO

rx
tz

)
+ Ωvxst

(
ΩprvzO

tz
qx +ΩpzqvO

rt
xz − ΩprqzO

tz
vx − ΩrzqvO

pt
xz

)]
(n̄tnvnx + ntn̄vn̄x)λ

qs
pr.

(6.296)

These are the equations used in the LOTC approximation. In this approximation we left
out that the commutators

[
Ω̂[1]

[
Ω̂[2], Ô[2]

]]
and

[
Ω̂[2]

[
Ω̂[2], Ô[2]

]]
also produce induced

three-body terms. These are not included because we compute a correction to the NO2B
approximation, which includes operators up to the two-body rank only. Furthermore,
the BCH series also includes the commutator

[
Ω̂[2], Ô[2]

]
3B

, which is also neglected in
the LOTC approximation. Another point is that we compute the LOTC equations in
the m-scheme due to that fact that the angular momentum coupling of these equations
result in complicated expressions including 9j and 12j symbols. These are more error
prone to implement compared to the m-scheme equations.

6.3. Implementation of the Two-Body Equations

Since we will compute the LOTC in the m-scheme, we are forced to define the two-body
equations of the LOTC in terms of intermediate tensors in order to save computing time.
This is necessary because in the implementation we use nested for-loops to loop over all
external indices 1, 2, 3, ... and summation indices p, q, r, ..., which is very time consuming
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and not feasible for every two-body term. Note that the first two-body term is the only
term we can compute without using intermediate tensors. The intermediate tensors are
constructed using tensor contraction as it has been done in [Sig+15].
For the sake of completeness, let us consider the first two-body term of the LOTC given
by

Ŏ12
34,LOTC,I = +

9

2
Ξ̂2B

∑
tvx

Ωvt
(
Ω12
4xO

tx
3v +Ω1x

34O
2t
vx − Ω12

3xO
tx
4v − Ω2x

34O
1t
vx

)
(nt − nv) .

(6.297)

Regarding the first summand of Ŏ12
34,LOTC,I , we see that Ωvt and Otx3v have two common

upper and lower indices v and t indicating that these tensors can be used for the definition
of an intermediate one-body tensor χpq with arbitrary indices p and q, which can be
written as

χpq := −
∑
tv

ΩvtO
tp
vq (nt − nv) . (6.298)

For the other three summands of the first two-body term we observe that the other
intermediate tensors are the same and we can write the two-body part as

Ŏ12
34,LOTC,I = +

9

2
Ξ̂2B

∑
x

(
χx3Ω

12
4x + χ2

xΩ
1x
34 − χx4Ω

12
3x − χ1

xΩ
2x
34

)
. (6.299)

Regarding computing time, the first two-body term of the LOTC needs seven nested
for-loops for the implementation resulting in a polynomial scaling of O(N7). For the
implementation of (6.299), only five nested for-loops are necessary leading to a scaling
of O(N5).
The second two-body term can also be expressed in terms of intermediate tensors where
we need two intermediates for each term due to the multiplicative nature of the occupa-
tion numbers. We start with the second two-body term, given by

Ŏ12
34,LOTC,II =+ 9 Ξ̂2B

∑
tvxz

Ωvx3t
(
Ω12
vzO

tz
4x +Ω1z

4vO
2t
xz − Ω12

4zO
tz
vx − Ω2z

4vO
1t
xz

)
(n̄tnvnx + ntn̄vn̄x) . (6.300)

Performing the tensor contractions for the first summand of the second two-body term,
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the result is

IŎ12
34,LOTC,II = +9 Ξ̂2B

∑
tvxz

−
(
Ωvx3tO

zt
4xn̄tnxΩ

12
vznv +Ωvx3tO

zt
4xntn̄xΩ

12
vzn̄v

)
= +9 Ξ̂2B

∑
vz

(
Ω12
vzχ

vz
34nv +Ω12

vzχ̄
vz
34n̄v

)
. (6.301)

For the other terms we obtain

Ŏ12
34,LOTC,II =+ 9 Ξ̂2B

∑
vz

(
Ω12
vzχ

vz
34 +Ω1z

4vχ
v2
3z − Ω12

4zχ
z
3 − Ω2z

4vχ
v1
3z

)
nv

+
(
Ω12
vzχ̄

vz
34 +Ω1z

4vχ̄
v2
3z − Ω12

4zχ̄
z
3 − Ω2z

4vχ̄
v1
3z

)
n̄v (6.302)

with

χprqs := −
∑
tx

ΩpxqtO
rt
sxn̄tnx χ̄prqs := −

∑
tx

ΩpxqtO
rt
sxntn̄x

χpq := −
∑
tvx

Ωvxqt O
pt
vxn̄tnx χ̄pq := −

∑
tvx

Ωvxqt O
pt
vxntn̄x,

where the computing time is again reduced from O(N8) to O(N6) by eliminating the
summation indices t and x.
The third two-body term (6.284) consists of four tensors due to the irreducible two-body
density. Therefore, we can perform the tensor contraction using Ω[2], λ[2] and O[2] to
obtain a two-body intermediate. The third two-body term is now given as

Ŏ12
34,LOTC,III = +

9

2
Ξ̂2B

∑
zu

(
Ω12
uzχ

zu
34 +Ω1z

4uχ
u2
3z − Ω12

4zχ
z
3 − Ω2z

4uχ
u1
3z

)
, (6.303)

with

χprqs := −
∑
tvxw

ΩtvqxO
px
swλ

rw
tv

χpq := −
∑
tvxuw

ΩtvqxO
px
uwλ

uw
tv
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reducing the computation time by four orders of magnitude from O(N10) to O(N6).
Now, let us consider the fourth two-body term (6.285), where we obtain

Ŏ12
34,LOTC,IV =+ 18 Ξ̂2B

∑
xu

Ω1x
3u

(
χ2u
4x +Φ2u

4x −Ψ2u
4x −Θ2u

4x

)
(6.304)

with

χprqs := +
∑
tvzw

ΩptzwO
zv
qsλ

rw
tv

Φprqs := +
∑
tvzw

ΩpzqwO
tv
szλ

rw
tv

Ψpr
qs := +

∑
tvzw

ΩtpzqO
zv
swλ

rw
tv

Θpr
qs := +

∑
tvzw

ΩtzqwO
pv
szλ

rw
tv ,

where the computing time is reduced from O(N10) to O(N6). Having a closer look at
the fifth two-body term (6.286), we can also reduce its computing time by four orders
of magnitudes, which gives

Ŏ12
34,LOTC,V =+

9

2
Ξ̂2B

∑
vx

Ωvx34
(
χ12
xv +Φ12

xv −Ψ12
xv −Θ21

xv

)
(6.305)

with

χprqs := −
∑
tzuw

ΩprzwO
zt
uqλ

uw
st

Φprqs := −
∑
tzuw

ΩpzuwO
rt
qzλ

uw
st

Ψpr
qs := −

∑
tzuw

ΩpruzO
tz
swλ

uw
ts

Θrp
qs := −

∑
tzuw

ΩrzuwO
pt
qzλ

uw
st ,

reducing the computing time from O(N10) to O(N6).
The sixth two-body term (6.287) can be expressed by the definition of a one-body inter-
mediate resulting in
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Ŏ12
34,LOTC,V I = +

9

2
Ξ̂2B

∑
z

(
Ω12
4zχ

z
3 +Ω1z

34χ
2
z − Ω12

3zχ
z
4 − Ω2z

34χ
1
z

)
(6.306)

with

χpq :=
∑
tvxuw

ΩvxuwO
pt
qxλ

uw
vt .

The last two-body term (6.288) can be written as

Ŏ12
34,LOTC,V II = +18 Ξ̂2B

∑
zu

(
Ω12
uzχ

zu
34 +Ω1z

4uχ
2u
3z − Ω12

4zχ
3
z − Ω2z

4uχ
1u
3z

)
(6.307)

with

χprqs :=
∑
tvxw

ΩvxqwO
pt
sxλ

rw
vt

χpq :=
∑
tvxwu

ΩvxpwO
qt
uxλ

uw
vt .

Finally, let us summarize all the equations

Ŏ12
34,LOTC =+

9

2
Ξ̂2B

∑
x

(
χx3Ω

12
4x + χ2

xΩ
1x
34 − χx4Ω

12
3x − χ1

xΩ
2x
34

)
+ 9 Ξ̂2B

∑
vz

((
Ω12
vzχ

vz
34 +Ω1z

4vχ
v2
3z − Ω12

4zχ
z
3 − Ω2z

4vχ
v1
3z

)
nv

+
(
Ω12
vzχ̄

vz
34 +Ω1z

4vχ̄
v2
3z − Ω12

4zχ̄
z
3 − Ω2z

4vχ̄
v1
3z

)
n̄v
)

+
9

2
Ξ̂2B

∑
zu

(
Ω12
uzχ

zu
34 +Ω1z

4uχ
u2
3z − Ω12

4zχ
z
3 − Ω2z

4uχ
u1
3z

)
+ 18 Ξ̂2B

∑
xu

Ω1x
3u

(
χ2u
4x +Φ2u

4x −Ψ2u
4x −Θ2u

4x

)
+

9

2
Ξ̂2B

∑
vx

Ωvx34
(
χ12
xv +Φ12

xv −Ψ12
xv −Θ21

xv

)
+

9

2
Ξ̂2B

∑
z

(
Ω12
4zχ

z
3 +Ω1z

34χ
2
z − Ω12

3zχ
z
4 − Ω2z

34χ
1
z

)
+ 18 Ξ̂2B

∑
zu

(
Ω12
uzχ

zu
34 +Ω1z

4uχ
2u
3z − Ω12

4zχ
3
z − Ω2z

4uχ
1u
3z

)
.

(6.308)
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6.4. Programmatical Derivation of Commutators for the
IM-SRG Framework

The programmatical derivation of the IM-SRG commutator equations is done with a
custom program in Python using the SymPy library [Meu+17]. In this section we will
describe the function of the program. It basically consists of three steps:

1. Evaluation of products between two normal-ordered operators by computing all
possible one- and two-body contractions according to the generalized Wick theo-
rem.

2. Evaluation of the desired commutator.

3. Relabeling of summation indices to simplify the output and combining equal terms.

As an example, let us define the following operators with its prefactors

Ω̂[1] :=
∑
pq

Ωpq{âpq}, (6.309)

Ô[3] :=
1

36

∑
rtvsuw

Ortvsuw{ârtvsuw}. (6.310)

These operators are needed by the program to compute a commutator, for example let
us consider the following commutator

ˆ̆
O =

[
Ω̂[1], Ô[3]

]
=

∑
prtvqsuw

1

36
ΩpqO

rtv
suw

[
{âpq}, {ârtvsuw}

]
. (6.311)

The program is written in an object oriented style. An object ’General_Wick_Theorem’
is defined, where the bra and ket indices of two operators as well as the one- and two-
body densities are initialized. A ’General_Wick_Theorem’ object is just a set of indices,
which the code operates on. For example, let us define lists of upper and lower indices
for the two tensors Ωpq and Ortvsuw

u1 = [0], (6.312)

l1 = [0], (6.313)

u2 = [0, 1, 2], (6.314)

l2 = [0, 1, 2]. (6.315)
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Furthermore, the indices p, q, r, ... have to be defined as dummy symbols in separate lists
like

us1 = [p], (6.316)

ls1 = [q], (6.317)

us2 = [r, t, v], (6.318)

ls2 = [s, u, w], (6.319)

in order to map the indices with the numbers, i.e., u1 =̂ us1.
In the first step, all possible one- and two-body contractions according to the generalized
Wick theorem (see theorem 3.3) are computed by executing a method, which computes
all contractions, i.e. a product of normal-ordered operators is computed. From this we
obtain the one-particle density matrix elements γ[1], the one-hole density matrix elements
γ̄[1] and the irreducible two-body densities λ[2]. First, all possible single contractions are
determined using the methods ’get_all_gammas’ and ’get_all_gammabars’, where all
γ[1] and γ̄[1] are added to a set. Afterwards, the method ’get_all_lambda2s’ is executed
to obtain all irreducible two-body densities. For example, we obtain two sets

γ[1] := {−γps ârtvquw}, (6.320)

γ̄[1] := {−γ̄rq âptvsuw}, (6.321)

where for each set a dictionary is constructed containing the phase, the γ[1], the γ̄[1], the
irreducible two-body densities λ[2] and the remaining indices u1, u2, l1, and l2. For the
first set γ[1], the dictionary looks like

{phase : −1, γ[1] : {(0, 0)}, γ̄[1] : {}, λ[2] : {}, u1 : [], u2 : [0, 1, 2], l1 : [0], l2 : [1, 2]}.
(6.322)

For each possible single and double contraction, a new dictionary is created and a list
with the results is expanded. This process is done recursively, meaning that if each
single- and double-contraction is determined, the next set of contractions is computed
using the results list again. Note that the sets are hashed to avoid duplicates. During the
computation of contractions, the lists of upper and lower indices are modified in such a
way that the index used for the one- and two-body contractions are deleted. Regarding
(6.322), there is no possibility to compute another γ[1] but a γ̄[1] or λ[2] can be computed.
As an example we will compute a γ̄[1] and obtain for the dictionary
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{phase : +1, γ[1] : {(0, 0)}, γ̄[1] : {(0, 0)}, λ[2] : {}, u1 : [], u2 : [1, 2], l1 : [], l2 : [1, 2]},
(6.323)

which is equivalent to γps γ̄rq â
tv
uw. This procedure continues until u1, u2, l1 and l2 are

empty or until only indices of one operator are left. For the considered commutator we
obtain four-, three-, two-, one- and zero-body terms. Note that for the given dictionary
no more contraction is possible because only contractions between two normal-ordered
operators are determined. Note that the program is also able to compute terms including
irreducible three-body densities λ[3] and it can be simply expanded to compute normal-
ordered products of two three-body operators.
The next step is the evaluation of normal-ordered products between two operators us-
ing the method ’eval_product’, where the contractions are put together and converted
into antisymmetric tensor objects. In the end, we obtain a list of all terms created by
the evaluation of a normal-ordered product like {âpq}{ârtvsuw} sorted by the many-body
rank. Note that the evaluation of the normal ordered product also has to be done for
{ârtvsuw}{â

p
q}.

The last step is the commutator evaluation using the function ’get_commutator’, which
needs the results of the gereralized Wick theorem, antisymmetric tensors and the sum-
mation indices as input. The commutator is then evaluated according to

[
{âpq}, {ârtvsuw}

]
.

The relabeling is finally done as shown in the derivation of three-body commutators (see
section 6.2). For this process, the substitution function of SymPy was rewritten in order
to restrict the exchange of indices. In this function an upper index is only allowed to be
exchanged by an upper index and vice versa. The result is a simplified equation for the
desired commutator.
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7. The In-Medium No-Core Shell Model

In chapter 5, we saw that the multi-reference IM-SRG decouples a multi-determinantal
reference state |ψref⟩ from its particle-hole excitations by suppressing the off-diagonal
elements of the Hamiltonian. This is done by solving the Magnus type flow-equations
and BCH series numerically. The IM-SRG evolved Hamiltonian can then be used in a
subsequent NCSM calculation, where the convergence with respect to Nmax is massively
improved. Since the multi-reference version of the IM-SRG framework is used, the
reference state is calculated using the NCSM. Therefore, the in-medium no-core shell
model (IM-NCSM) [Geb+17] is a combination of the multi-reference IM-SRG and the
NCSM. The IM-NCSM overcomes the limits of both methods. The disadvantage of the
IM-SRG in its basic formulation is that the calculation of only ground-state observa-
bles is possible. The NCSM instead is limited by the growing model-space size with
increasing number of nucleons. Since the IM-SRG can be seen as a pre-diagonalization
of the Hamilton matrix, the post-diagonalization with the NCSM is computationally
less demanding. This makes the method suitable for the computation of observables for
medium-mass nuclei ranging from the p- to the upper sd-shell.
In this chapter, we describe the different steps of an IM-NCSM calculation followed by
the so-called particle-attached particle-removed framework for the calculation of odd
nuclei. Afterwards, we discuss the radius operator and electromagnetic observables.
Finally, we describe the Hamiltonians we use for the IM-NCSM framework followed by
a discussion of the uncertainty estimation.

7.1. The IM-NCSM Scheme

The whole IM-NCSM scheme cosists of four steps.

Natural Orbital Basis. The first step of the IM-NCSM is a transformation of the single-
particle basis. A first approximation for the ground state is a single Slater determinant,
which is computed with an initial Hartree-Fock calculation. This is the starting point
for the one-body density matrix γ[1] from many-body perturbation theory. The natural
orbitals are then the eigenstates of γ[1].
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Reference State and NO2B Transformation. The next step is a NCSM calculation
using a small model space, typically N ref

max = 0 or 2, for constructing the reference state
|ψref⟩. The one- and two-body density matrices, γ[1] and γ[2] are then computed using
the reference state |ψref⟩. Afterwards, the three-body forces are approximated using the
multi-reference NO2B approximation. Especially for heavier nuclei in the sd-shell like
30Ne we are not able to compute a reference state using N ref

max = 2 since the model space
is too large. But we can avoid this problem using the IT-NCSM for the reference state
construction.

In-Medium SRG Calculation. Afterwards, the reference state |ψref⟩ and the density
matrices γ[1] and γ[2] are used for the multi-reference IM-SRG calculation, where the
density matrices are essential for describing the desired open-shell nucleus. The aim of
the IM-SRG is to decouple the reference state from its excitations. We are using the
Magnus formalism, where we first solve the ODE for the Magnus operator Ω̂(s) and then
transform the observable Ô(s) using the BCH series.

NCSM Post-Diagonalization. The last step is the calculation of observables using the
IM-SRG transformed Hamiltonian Ĥ(s) and the transformed operators Ô(s) as input for
the NCSM calculation. The post-diagonalization is performed at Nmax ≥ N ref

max giving
converged results for the ground state and low-lying excited states, which have a similar
structure compared to the reference state.

7.2. Particle Attachment and Removal

The particle-attached particle-removed scheme [Vob20] is a method for computing prop-
erties of odd nuclei. The eigenstates of nuclei with odd mass numbers, like 13C, have
a half-integer total angular momentum. This is no problem when using the m-scheme
version of the multi-reference IM-SRG. But since for large model-space sizes this is very
costly, we have to use the j-coupled formalism of the multi-reference IM-SRG. In this
version, odd-mass nuclei are not applicable due to the fact that their density matrices
are not scalar anymore. This results in non-conserved spherical tensor ranks, which is
both analytically and computationally demanding.
In the particle-attached particle-removed approach, we define the odd-A target nucleus
and an even-A parent nucleus in the vicinity of the target nucleus. The construction of
the reference state and the IM-SRG evolution are carried out for the even parent nucleus
and the post-diagonalization for the odd target nucleus.
The advantage of this method is that not only the eigenstate of the parent nucleus is
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decoupled from its excitations but also the eigenstates of the target nucleus get decou-
pled, since they are similar to the reference state of the parent nucleus. This results in
an accelerated Nmax convergence.
If the number of protons or number of neutrons of the target nucleus is larger than the
numbers of the parent nucleus we define a particle attachment and in the opposite case
we have a particle removal scheme.
Special attention is needed for operators with an explicit dependence on the particle
number, like the intrinsic kinetic energy operator

T̂int =
1

Atarget

∑
i<j

(p̂i − p̂j)
2

2m
. (7.324)

Note that the kinetic energy operator is the only part of the Hamiltonian that includes
information about the odd-mass target nucleus.

7.3. Observables in the IM-NCSM

The IM-NCSM enables the computation of a lot of observables known in the world of
nuclear structure physics like mean-square radii r̂ms or electric quadrupole operators
M̂L
M . In this section, we discuss the formulation of the scalar radius operators and

non-scalar electromagnetic operators.

7.3.1. Radius Operator

The translationally invariant mean-square radius operator can be defined as

r̂ms =
1

A

A∑
i=1

(
r̂i − R̂

)2
, (7.325)

where r̂i is the coordinate operator of the i-th particle and R̂ is the center-of-mass
coordinate operator, which can be written as

R̂ =
1

A

A∑
i=1

r̂i. (7.326)

After some simplification steps and using the two-body relative coordinate operator
r̂ij = r̂i − r̂j we obtain
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r̂ms =
1

A2

A∑
i<j

r̂2ij . (7.327)

We can rewrite r̂ms into second quantization giving

r̂ms =
1

4A2

∑
prqs

⟨pr| r̂212 |qs⟩ âprqs. (7.328)

Now, we define the point-proton and point-neutron mean-square radii, which can be
written as

r̂pms =
1

Z

A∑
i=1

(
r̂i − R̂

)2
Π̂p
i , (7.329)

where Π̂p
i is the proton projector. For the point-neutron mean-square radius we only

need to use Π̂n
i , the neutron projector

r̂nms =
1

N

A∑
i=1

(
r̂i − R̂

)2
Π̂n
i . (7.330)

If we now express r̂pms and r̂nms in terms of r̂ij we obtain

r̂pms =
1

ZA

A∑
i<j

r̂2ij

(
2Π̂p

i Π̂
p
j + Π̂p

i Π̂
n
j + Π̂n

i Π̂
p
j

)
− r̂ms, (7.331)

r̂nms =
1

NA

A∑
i<j

r̂2ij

(
2Π̂n

i Π̂
n
j + Π̂n

i Π̂
p
j + Π̂p

i Π̂
n
j

)
− r̂ms. (7.332)

All these radius operators are related through

r̂nms =
A

N
r̂ms −

Z

N
r̂pms. (7.333)

Using these operators and the eigenstates of the Hamiltonian we can define the corre-
sponding root-mean-square radii
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Rrms =
√

⟨ψi| r̂ms |ψi⟩, (7.334)

Rprms =
√

⟨ψi| r̂pms |ψi⟩, (7.335)

Rnrms =
√

⟨ψi| r̂nms |ψi⟩, (7.336)

where |ψi⟩ is the eigenstate of the Hamiltonian. Finally, the charge radius, which is exper-
imentally measured, can be computed from the point-proton rms radius using [FMS97]

R2
ch = R2

prms +

(
r2p +

3

4m2
p

)
+
N

Z
r2n, (7.337)

where r2p = 0.770 fm2 and r2n = -0.1161 fm2 are the charge radii of the proton and neutron
[Ber+12].

7.3.2. Electromagnetic Observables

In this section we introduce electromagnetic multipole operators leading to electromag-
netic multipole moments and transition strengths. These observables are well suited for
testing the underlying nuclear models due to their sensitivity to changes in the wave-
function [Suh07].
Electromagnetic transitions are described as an interaction of the nucleus with an exter-
nal electromagnetic field consisting of an electric field E and a magnetic field B, where
the interaction between the nucleus and the field is expressed by the four-vector potential
(ϕ,A). Here, ϕ is the scalar potential, which couples to the nuclear charge density ρ, and
A is the vector potential coupling to the nuclear current density j. The field is quantized
in terms of photons and interacts weakly, i.e., it can be described pertubatively, where
the external field is expanded in terms of multipoles. The transition probabilities can
be described by the golden rule of time-dependent perturbation theory

T
(σλµ)
fi =

2

ϵ0h̄

λ+ 1

λ[(2λ+ 1)!!]2

(
Eγ
h̄c

)2λ+1

| ⟨ψf ; JfMf | M̂σλµ |ψi; JiMi⟩ |2, (7.338)

where Eγ is the transition energy and M̂σλµ is the operator of the multipole radiation
field σλµ. Here, σ is the type of transition, which is E for electric and M for magnetic
and λµ are the multipole components of the field. Due to the fact that magnetic substates
cannot be experimentally observed seperately, we need to average over initial substates
Mi and sum over all final substates Mf and all projections µ to obtain the transition
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probability

T
(σλ)
fi =

1

2Ji + 1

∑
MiMfµ

T
(σλµ)
fi (7.339)

=
2

ϵ0h̄

λ+ 1

λ[(2λ+ 1)!!]2

(
Eγ
h̄c

)2λ+1

B(σλ;ψi → ψf ). (7.340)

Here, B(σλ;ψi → ψf ) is the reduced transition probability, which can be written as

B(σλ;ψi → ψf ) =
1

2Ji + 1
| ⟨ψf ; Jf | |M̂σλ| |ψi; Ji⟩ |2. (7.341)

Note that the reduced matrix element emerges by averaging (7.338) over the initial
substates and a summation over all final substates and values of µ. The components of
the electric and magnetic multipole operators can be written as

M̂ el
λµ =

A∑
i=1

êir̂
λ
i Yλµ(Ω̂i), (7.342)

M̂mag
λµ =

µN

h̄c

A∑
i=1

[
2

λ+ 1
g
(i)
l l̂i + g(i)s ŝi

]
· ∇i

[
r̂λi Yλµ(Ω̂i)

]
, (7.343)

where êi is the electric charge, l̂i and ŝi are the orbital and spin angular momenta of
the nucleon i. g(i)l and g(i)s are the gyromagnetic factors for the orbital and spin, where
g
(i)
l = 1 for protons and 0 for neutrons. The spin gyromagnetic factor g(i)s is 5.586 for

the proton and -3.826 for the neutron. Further, mp is the proton mass and µN is the
nuclear magneton with a value of 0.10515 c e fm [Suh07].
In general, electromagnetic transitions can be classified regarding their multipole order
and the structure of electric and magnetic multipole operators. Regarding parity, we
obtain the following selection rule

πiπf =

(−1)λ for Eλ

(−1)λ+1 for Mλ
, (7.344)

where πi and πf are the parities for the initial and final state, respectively. Furthermore,
the transition probability is lower with increasing multipolarity. Another important
selection rule is the angular momentum rule, where for a transition between two states
with angular momentum Ji and Jf the triangular condition Jf −λ ≤ Ji ≤ Jf +λ has to

80



be fulfilled.
Other important observables are the electric and the magnetic multipole moments with
the general form

M(σλ) = ⟨ψ; JMJ | M̂σλ0 |ψ; JMJ⟩ (7.345)

=

(
J λ J

−J 0 J

)
⟨ψ; J | |M̂σλ0| |ψ; J⟩ . (7.346)

Finally, we can define the electric quadrupole momentQ and the magnetic dipole moment
µ by insertion of the 3j symbol as

eQ =

√
16π

5
M(E2) =

√
16π

5

√
J(2J − 1)

(J + 1)(2J + 1)(2J + 3)
⟨ψ; J | |M̂2

el2| |ψ; J⟩ (7.347)

µ

c
=

√
4π

3
M(M1) =

√
4π

3

√
J

(J + 1)(2J + 1)
⟨ψ; J | |M̂mag1| |ψ; J⟩ , (7.348)

where the conditions for non-vanishing E2 and M1 moments are J ≥ 1 and J ≥ 1
2 . More

about electromagnetic multipole operators can be found in [Suh07].

7.4. Hamiltonians and Uncertainty Estimation

7.4.1. Hamiltonians and Truncations

In this work we are using interactions from chiral effective field theory, more precisely
the NN interaction by Entem, Machleidt and Nosyk (EMN) [EMN17] with a cutoff of
ΛNN = 500 MeV and a non-local 3N interaction by Hüther et al. [Hüt+20] with the same
cutoff. The chiral truncation ranges from LO up to N3LO. These interactions use 3N
low-energy constants that are optimized in many-body calculations, i.e. the one-pion
two-nucleon-contact constant cD is fitted using the 16O ground-state energy and the
triton ground-state energy is used to fix the three-nucleon-contact parameter cE. We
use the different chiral truncation orders for the uncertainty estimation, which will be
addressed in the next section. Further, we use the free-space SRG transformation at
the three-body level to soften the interactions with a flow parameter of α = 0.04 fm4

[JNF09; Rot+11; Heb12; Rot+14; BFP07].
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7.4.2. Uncertainty Estimation

In this section we address two kinds of uncertainties. One arising from the many-body
calculation and the other from the interaction itself.

Many-Body Uncertainties. In the IM-NCSM, multiple sources of uncertainties can
arise like the uncertainty in the IM-SRG evolution, the Nmax truncation and the uncer-
tainty in the variation of the reference-state truncation N ref

max. The error of the IM-SRG
truncation is determined depending on the flow parameter s. We evaluate the Magnus
flow equation up to a desired flow parameter s and solve the BCH series for two flow
parameters s and s

2 . The uncertainty is then computed using δO(s) = O(s)−O(s/2).
Since we are interested in converged results with respect to Nmax and N ref

max, the many-
body uncertainties can be computed as the difference of the observable between the
two largest values of Nmax, which gives the Nmax error δONmax . The second many-body
error we compute is the absolute difference between the two neighbouring values of N ref

max,
where the Nmax truncation parameter has to be the same within the difference resulting
in δONref

max
. For the final many-body uncertainty we choose the maximum of these errors.

Interaction Uncertainties. For the interaction uncertainties we use an error estimation
based on Bayesian statistics, which was proposed by the BUQEYE collaboration, the so-
called pointwise model [Mel+19]. This model is designed to address errors introduced by
the truncation of chiral effective field theory (χ-EFT), where the interaction parts occur
in terms of a power counting scheme. We define an observable yn, which is calculated
with an EFT of order Qn and its corrections ∆yn, where n is the order in the EFT.
Furthermore, we define a set of observables y⃗n and coefficients c⃗n as

y⃗n := {y0, y1, ..., yn} (7.349)

c⃗n := {c0, c1, ..., cn}. (7.350)

The chiral expansion is assumed to be valid, not only for the interaction, but also for
the observable yn

yn = y0 +∆y1 + ...+∆yn. (7.351)

The expansion can be suppressed in a dimensionless expansion parameter Q according
to the EFT power counting, where the correction of the n-th order ∆yn is absorbed into
Qn, which can be written as
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yn = yref

n∑
k=0

ckQ
k, (7.352)

where yref is a scaling parameter and ck are dimensionless coefficients, which are natural
or of order 1. Using the results of lower chiral orders, we can compute the expansion
coefficients ck. The truncation error δyn, which consists of all omitted terms can be
written as

δyn = yref

∞∑
k=n+1

ckQ
k. (7.353)

All coefficients ck with k > n are unknown and need to be predicted for computing the
truncation error and it is assumed that the properties of the unknown coefficients are
the same as for the known ones. The k-th coefficient is computed using

ck =
y0
yref

+

k∑
n=1

yn − yn−1

yref ·Qn
, (7.354)

indicating that each unknown coefficient ck is computed using the coefficients of the
lower orders. Afterwards we determine the hyperparameters ν and τ

ν = ν0 + nc (7.355)

ντ2 = ν0τ
2
0 + c⃗2n, (7.356)

where nc is the number of coefficients in c⃗n and ν0 = τ0 = 1.
Finally, a Student-t distribution Tk,ν is used to estimate the uncertainty of an observable
yk given as

Tk,ν(ck |⃗cn) =
1√
πντ2

Γ
(
ν+1
2

)
Γ
(
ν
2

) (
1 +

c2k
ντ2

)− ν+1
2

= Tk,ν(0, τ
2). (7.357)

Using y = yn + δyn the Student-t distribution can be written as
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Tk,ν

(
yn, y

2
ref
Q2(n+1)

1−Q2
τ2

)
=

1√
πνy2ref

Q2(n+1)

1−Q2 τ2

Γ
(
ν+1
2

)
Γ
(
ν
2

)
1 +

y2n

νy2ref
Q2(n+1)

1−Q2 τ2

− ν+1
2

.

(7.358)

We obtain the uncertainty by integrating over this Student-t distribution until we reach
a certain degree of belief. The degree of belief we used for the integration is 68%.
Furthermore, it is assumed that the expansion parameter Q is known, which can also be
computed using a Bayesian process [Hüt21]. In this work we use Q ≈ 1

3 . Note that the
coefficient c1 in the chiral expansion is zero. We consider this by treating the leading
order as Q1, i.e. we are starting the chiral expansion at n = 1. For more about the
pointwise model like the derivation see [Mel+19].
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8. Results

In this chapter we present results from the IM-NCSM for the oxygen, carbon, and neon
isotopic chains. For these isotopic chains we explore ground-state energies, spectra, and
charge radii as well as electromagnetic moments and transition strengths. Furthermore,
we investigated the convergence behavior of different observables regarding the IM-SRG
evolution itself and also the convergence with respect to Nmax and the chiral order of
the underlying interaction.
The single-particle basis includes 13 major shells, i.e., emax = 12, and the initial three-
body matrix elements are truncated with E3max = 14. Note that the error due to the
truncation of emax and E3max for these values is below 1% and, therefore, negligible
[Rot+12b; Bin+13; Her+13b; Her+13a]. The harmonic oscillator frequency is h̄Ω = 20
MeV [Rot+12a; Bin+13; Her+13b; Her+13a]. If not stated otherwise we use the White
generator for the multi-reference IM-SRG decoupling.
Oxygen isotopes are well-known as benchmark for many-body theories and Hamilto-
nians, since their proton subshell is closed and 16O is a doubly magic nucleus. Its
experimental ground-state energy can be well reproduced by different many-body meth-
ods like coupled-cluster theory [Hag+14; Jan+14; Eks+15; Hag+16], IM-SRG [Her+13b;
Her+13a; Heb+15; Lap+16; Geb+17; Str+17; Miy+20], self-consistent Green’s function
theory [CBN15; Som+20], no-core shell model approaches like the (IT)-NCSM [Rot09],
and perturbation theory approaches [Tic+18a; Tic+18b]. The semi-magic character of
oxygen isotopes ensures that deformation effects can be neglected [Som+20]. Also, 22O
and 24O are very interesting due to the fact that they have a closed neutron subshell
and proton major shell [Thi+00; Oza+00; Hof+09; Kan+09], where 24O is the heaviest
bound nucleus in the oxygen chain.
The carbon isotopic chain is another interesting case for theoretical calculations [Jan+14;
Eks+15; Par+17; Tra+18; Tic+18a] and experimental nuclear stucture physics, es-
pecially for lifetime measurements resulting in B(E2) transition strengths [Wie+08;
Ong+08; Pet+11; Pet+12; McC+12; Vos+12]. Also, for IM-NCSM calculations, the
neutron-rich carbon isotopes are interesting, since these are difficult to converge using
(IT)-NCSM calculations [FRN13].
The last isotopic chain we will discuss in this chapter is the neon chain. Neon isotopes
are very interesting for nuclear structure theory because they are completely open-shell
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nuclei and the neutron-rich isotopes reach the so-called island of inversion [Nov+20].
The island of inversion is an area in the nuclear chart, where shell closures predicted
by the shell-model are obsolete and new shell closures occur. A prominent example are
neutron-rich neon, sodium, and magnesium isotopes, where the magic number N = 20

disappears [PR87; WBB90; CNP14]. This can lead to stronger correlations between va-
lence nucleons, which can result in particle-hole excitations to higher-lying single-particle
states leading to a decrease of energy for deformed configurations [Wim+10]. The dis-
appearance of the N = 20 neutron magic number for neon, sodium and magnesium
isotopes has been explored in experimental [Iwa+01; Yor+07; Doo+13; Doo+16] and
theoretical [Cau+98; Uts+99; YV04; Tsu+17] studies. But not only the isotopes in the
island-of-inversion are interesting, 20−22Ne for example also have been studied due to
their intrinsically deformed ground states [Mar+11; Zho+16; Mar+18]. In [Fro+22a] it
has been shown that in 20Ne configuration mixing occurs ranging from a α+12C +α to a
quasi-16C +α structure. The neon isotopic chain has been intensly studied using different
ab-initio methods [Sig+15; Str+16; Jan+16; Her16; Str+19; AGZ20; Nov+20; Miy+20;
Fro+22a]. In this work we compare results of the projected generator coordinate method
(PGCM) with IM-NCSM results for 18−30Ne.

8.1. Analysis of 12C

In this section we focus on the analysis of 12C, which was published in [DAl+20]. In this
work we collaborated with d’Alessio et al., who measured the B(E2, 2+1 → 0+1 ) transition
strength of 12C at the S-DALINAC in an (e, e′) scattering experiment. The previous mea-
sured B(E2) transition strength was 7.94(40) e2fm4 [Pri+16] and the updated value is
7.62(19) e2fm4, where the uncertainty is reduced to 2.5% [DAl+20]. The motivation was
to obtain an improved value of the experimental B(E2) transition strength as benchmark
for nuclear structure calculations, which is then compared with IM-NCSM calculations.
Furthermore, a correlation between the B(E2) transition strength and quadrupole mo-
ment Q was observed in [CR16]. In order to obtain an electric quadrupole moment from
the experimental data using this correlation, the B(E2) transition strength needs to
be known as precisely as possible. We start with the IM-SRG flow of the ground-state
energy and the first two excited states of 12C. Afterwards we consider spectra, B(E2)

transition strengths, and electric quadrupole moments of 12C as function of Nmax and
the chiral interaction order ranging from NLO to N3LO. Moreover, we investigate the
correlation of the transition strength and the electric quadrupole moment.
In Fig. 8.1 the ground-state energy of 12C is plotted against the flow parameter s
in a logarithmic scale for different generators and bases. We use different labels for
the generators and bases: ’White’ and ’ImaginaryTime’ are the generators using the
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decoupling pattern presented in Eq. (5.215); ’WhiteNmax0’ and ’ImaginaryTimeNmax0’
indicate the generators using the optimized decoupling patterns shown in Eq. (5.218)
and (5.219). Furthermore, HF indicates the use of the Hartree-Fock basis and NAT the
use of the natural orbital basis. In the upper and middle panels of Fig. 8.1, the results
using the HF basis are presented and in the lower panels, the results using the NAT basis
are presented. The results using the White generators are shown in the left-hand panels
and the results of the imaginary-time generator are shown in the right-hand panels. The
symbols represent different values of Nmax ranging from Nmax = 0 to Nmax = 8 with
N ref

max = 0. Note that in this section we used interactions from [Hüt+20].
The original White generator first shows a plateau but falls for large flow parameters
s due to induced many-body interactions. Therefore, it was necessary in the past to
investigate a flow parameter in a region, where a stable plateau is formed in the plot.
The optimized White and imaginary-time generators for the HF basis show a plateau
also for large values of s. In comparison with the NAT basis we also obtain a plateau
for large flow parameters.
Figure 8.2 shows the first two excited states of 12C as function of the flow parameter
following the same terminology as in Fig. 8.1. For the first two excited states, we can see
that a plateau is reached for the NAT basis, which is also obtained when using the HF
basis (see middle panels). When using the unoptimized generators (see upper panels),
the flow does not stabilize for large flow parameters for both generators. The most stable
result for large flow parameters is obtained using the optimized White generator and the
HF basis. In general, the flows are more stable using the White generator for the first
two excited states compared to the imaginary-time generator.
Figure 8.3 depicts the excitation spectrum (upper panel), the B(E2, 2+1 → 0+1 ) transition
strength (middle panel), and electric quadrupole momentQ(2+1 ) (lower panel) as function
of Nmax for different values of N ref

max. In the left-hand panels, the results for N ref
max = 0

are shown. The two following columns show the results for N ref
max = 2 and 4 and in the

right-hand panel, the experimental results are shown. The flow parameter s is fixed at
48 integration steps, which is s ≈ 80. Note that due to the fact that the flow parameter
changes during the integration of the ODEs in dependency of the convergence in the
Magnus flow evolution, the flow parameter can also be slightly larger or smaller after 48
integration steps. The error bars indicate many-body uncertainties from the variation
of the reference space and shaded bands are the dependency of the IM-SRG evolution
in s as shown in section 7.4.2. The dependency of our results on the flow parameter is
small. Therefore, we do not discuss it anymore.
We see that the energies of the excited states, the B(E2) transition strengths and the
quadrupole moments are converged with respect to Nmax. For all values of N ref

max, the
excitation energies agree well with the experimental values. This is also the case for the
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Fig. 8.1.: Ground-state energy of 12C as function of the flow parameter s for the unoptimized and
optimized White and imaginary-time generators for N ref

max = 0 and values of Nmax ranging
from 0 to 8. All calculations were performed with the chiral two- plus three-body interaction
at N3LO with a cutoff of Λ = 500 MeV/c.

B(E2) transition strength and the quadrupole moment, which is in perfect agreement
with the experimental value. The dependency on N ref

max for the excited-state energies and
quadrupole moments is quite small. For the B(E2) transition strengths, the many-body
uncertainty for N ref

max = 2 is larger compared to the spectra and quadrupole moments.
This indirectly probes the effect of neglected normal-ordered three-body matrix elements
in the IM-SRG [DAl+20]. The effect of normal-ordered three-body terms on B(E2)

transition strengths will be discussed later in this work.
Now we expand the discussion to the robustness of our results with respect to the order
and the cutoff Λ of the chiral interaction. In Fig. 8.4, the ground-state energy (top row),
low-lying excited states (second row), B(E2) transition strengths (third row) and electric
quadrupole moments (bottom row) of 12C are shown as function of the chiral interaction
order. The cutoff used for these calculations is Λ = 450 MeV/c. The arrangement of the
N ref

max variation is the same as in Fig. 8.3. The error bars are interaction uncertainties
from a pointwise Bayesian model as presented in section 7.4.2 and the shaded bands
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from 0 to 8. All calculations were performed with the chiral two- plus three-body interaction
at N3LO with a cutoff of Λ = 500 MeV/c.

depict combined many-body and interaction uncertainties.
For the ground-state energy, the results for N ref

max = 2 and 4 are in good agreement
with the experimental result for N2LO and N3LO, which is not the case for the ground-
state energy at N ref

max = 0. This indicates that the reference-space at N ref
max = 0 is not

large enough to describe the ground-state energy properly. Furthermore, the many-body
uncertainties of the ground-state energies for N ref

max = 2 and 4 are quite large due to the
result at N ref

max = 0. For the spectra, the results are in good agreement with experimental
for all values of N ref

max. Coming to the electromagnetic observables, the B(E2) transition
strength and the quadrupole moment are also in good agreement with the experimental
values. Note that the experimental uncertainty for the electric quadrupole moment
Q(2+1 ) is 50% [Ver+83], which needs to be examined.
The results for Λ = 500 MeV/c are shown in Fig. 8.5 with the same arrangement as
in Fig. 8.4. We find that all states at N3LO agree with experimental results for the
ground-state energy and in the spectrum. The only state, which is underestimated at
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Fig. 8.3.: Excitation spectrum, B(E2) transition strength and electric quadrupole moment for 12C
obtained from the IM-NCSM for different reference-space truncations N ref

max as function of
Nmax. All calculations were performed with the chiral two- plus three-body interaction at
N3LO with a cutoff of Λ = 500 MeV/c. The error bars indicate many-body uncertainties.
Experimental results are taken from [KPS17; DAl+20; Ver+83].

N2LO is the 1+1 state. This could be due to a more complicated structure of the state
itself. For the B(E2) transition strength and the quadrupole moment, the agreement
with the experiment is also good, particularly for N ref

max = 2 and 4 at N2LO and N3LO.
Now we move on to the calculations for Λ = 550 MeV/c, which are shown in Fig. 8.6.
The panels are the same as in the figure showing the results for Λ = 500 MeV/c. For all
observables at N ref

max = 2, the many-body uncertainties at N3LO are large due to the fact
that the results are not fully converged at N ref

max = 0. But when moving to N ref
max = 4,

we see that the results are converged with respect to N ref
max. Furthermore, we obtain an

anomaly regarding the results at N2LO for Λ = 550 MeV/c. All in all, it is remarkable
that most of the results are in agreement with experimental values for all cutoffs.
As a final result for 12C, we consider the correlation behavior between B(E2, 2+1 → 0+1 )

and Q(2+1 ) in a correlation plot shown in Fig. 8.7. In this plot, the results for the
B(E2) transition strength are shown as function of the quadrupole moment Q for 12C
obtained at N2LO (open symbols) and N3LO (closed symbols) for cutoffs of 450, 500,
and 550 MeV/c. The calculations have been performed using Nmax = N ref

max = 4 and

90



100

90

80

E
[M

e
V

]

0+
1

Nref
max = 0

0+
1

Nref
max = 2

0+
1

Nref
max = 4

0+
1

Exp

0

20

E
*

[M
e
V

]

2+
2

2+
1

0+
1

4+
1

2+
2

2+
1

0+
1

2+
2

2+
1

0+
1 0+

1

2+
1

1+
1

4+
1

0

10

B
(E

2
) 

[e
2
fm

4
]

2+
1 0+

1
2+

1 0+
1 2+

1 0+
1

2+
1 0+

1

NLO N2LON3LO
Chiral Order

0

10

Q
[e

fm
2
]

2+
1

NLO N2LON3LO
Chiral Order

2+
1

NLO N2LON3LO
Chiral Order

2+
1 2+

1

Fig. 8.4.: Ground-state energy, excitation spectrum, B(E2) transition strength and electric quadrupole
moment for 12C obtained from the IM-NCSM for different reference-space truncations N ref

max
as function of the chiral interaction order. All calculations were performed with the chiral
two- plus three-body interaction with a cutoff of Λ = 450 MeV/c. The error bars indicate
interaction uncertainties and the error bands combined many-body and interaction uncer-
tainties. Experimental results are taken from [Wan+17; KPS17; DAl+20; Ver+83].

the error bars indicate combined many-body and interaction uncertainties. The lines
show a prediction of a simple rigid rotor (dashed) and a fitted (solid) rotor model. The
horizontal and vertical red shaded bands indicate the experimental B(E2) and the Q(2+1 )

value derived from the intersection with the model correlation. The red area indicates
the experimental limits from value of the quadrupole moment obtained in this work and
the experimental result of the B(E2) transition strength obtained in [DAl+20]. The
grey area indicates the experimental limits from the experimental quadrupole moment
measured in [Ver+83] and the B(E2) transition strength from [Pri+16]. For all six
interactions, the results fall on a line, which was already observed in [CR16] for first-
generation chiral interactions. We fitted the data using the simple rotational model by
Bohr and Mottelson [BM98], where the observables in the laboratory frame are connected
with the intrinsic quadrupole moment Q0 resulting in
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Fig. 8.5.: Ground-state energy, excitation spectrum, B(E2) transition strength and electric quadrupole
moment for 12C obtained from the IM-NCSM for different reference-space truncations N ref

max
as function of the chiral interaction order. All calculations were performed with the chiral
two- plus three-body interaction with a cutoff of Λ = 500 MeV/c. The error bars indicate
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Q(J) =
3K2 − J(J + 1)

(J + 1)(2J + 3)
Q0,s (8.359)

B(E2, Ji → Jf ) =
5

16π
Q2

0,t

(
Ji 2 Jf
K 0 K

)
. (8.360)

Here, J is the angular momentum and K the projection of J on the symmetry axis of
the deformed nucleus. The indices of the intrinsic quadrupole moment indicate s for the
static quadrupole moment Q(J) and t for the intrinsic quadrupole moment of the B(E2)

transition strength. Both formulas can be combined to obtain a ratio of the intrinsic
quadrupole moments Q0,t/Q0,s relating B(E2, Ji → Jf ) and Q(J)

B(E2, Ji → Jf ) =
5

16π

((J + 1)(2J + 3))2

(3K2 − J(J + 1))2

(
Ji 2 Jf
K 0 K

)(
Q0,t

Q0,s

)
Q(J)2. (8.361)
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Fig. 8.6.: Ground-state energy, excitation spectrum, B(E2) transition strength and electric quadrupole
moment for 12C obtained from the IM-NCSM for different reference-space truncations N ref

max
as function of the chiral interaction order. All calculations were performed with the chiral
two- plus three-body interaction with a cutoff of Λ = 550 MeV/c. The error bars indicate
interaction uncertainties and the error bands combined many-body and interaction uncer-
tainties. Experimental results are taken from [Wan+17; KPS17; DAl+20; Ver+83].

In this formula, the E2 matrix elements are assumed to be expressed in terms of one
single parameter Q0.
First of all, we observe that the results for N2LO show a larger cutoff dependence com-
pared to the N3LO results, which also cross the experimental B(E2) value. The green
dashed line shows a correlation predicted by a rigid rotor, where Q0,t/Q0,s = 1. The
black line shows the fit with the Bohr-Mottelson model, where the ratio of the intrinsic
quadrupole moments is used as fit parameter. We obtained a ratio of Q0,t/Q0, s = 0.967.
In [CR16], almost the same ratio of these quadrupole moments, Q0,t/Q0, s = 0.964, was
found based on a set of interactions, which is completely different compared to the
ones we used. This correlation can be combined with the experimental value for the
B(E2) transition strength B(E2, 2+1 → 0+1 ) = 7.63(19) e2fm4 [DAl+20]. We obtain a
quadrupole moment of Q(2+1 ) = 5.97(30) efm2. The uncertainties include the average
many-body and interaction uncertainties of the N3LO calculations for the quadrupole
moment and the experimental uncertainties of the transition strength propagated via
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max = 4. The error bars indicate combined
many-body and interaction uncertainties. The lines show the prediction of a simple rigid
rotor (dashed) and a fitted (solid) rotor model (see text). The horizontal and vertical red
shaded bands indicate the experimental B(E2) value and the Q(2+1 ) value derived from the
intersection with the model correlation. The grey and red areas indicate the experimental
limits from literature values [Ver+83; Pri+16] and from [DAl+20].

the correlation. This value is compatible within uncertainties of the Q(2+1 ) results of the
IM-NCSM with N3LO interactions for all cutoffs.
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8.2. Ground-State Energies and Charge Radii

In this section we will discuss ground-state energies and charge radii of the oxygen
isotopic chain 14−26O, the carbon chain 10−20C and the neon chain 18−36Ne. We begin
with the discussion of ground-state energies of oxygen isotopes followed by the carbon,
and neon isotopic chains. Afterwards, we discuss the charge radii of all these isotopes
following the same order.

8.2.1. Ground-State Energies

Ground-State Energies of Even and Odd Oxygen Isotopes. The ground-state energies
of even oxygen isotopes as function of the chiral interaction order ranging from LO to
N3LO are shown in Fig. 8.8. Each panel shows the results for one isotope. The red
bars are the results for N ref

max = 0 and the blue bars depict the results for N ref
max = 2.

All ground-state energies are computed using Nmax = 4. A blue solid line indicates
the experimental value for the ground-state energy. Furthermore, the error bars are
interaction uncertainties and error bands show combined interaction and many-body
uncertainties.
We see that the experimental ground-state energy is well reproduced for all even oxygen
isotopes at N3LO and N2LO. Furthermore, the interaction uncertainties become smaller
with higher interaction order, which is a common trend [Hüt+20]. The interaction
uncertainties for ground-state energies at NLO are very large and also LO and NLO do
not perform well due to the lack of three-body interactions, which is also the case for
other observables. Therefore, we will mainly discuss the results at N2LO and N3LO.
Compared to the results of [Hag+16; Geb+17; Tic+18a; Tic+18b; Som+20], who used
other interactions, all computed ground-state energies for the oxygen isotopes are in good
agreement with these calculations. Furthermore, in previous works, where shell-model
interactions from the IM-SRG were obtained, slight overbinding [Bog+14; Str+17] was
seen, especially for the neutron-rich oxygen isotopes. It is remarkable that the results
agree not only for N3LO but also for N2LO. We can also reproduce the neutron drip line
at 24O. All in all, the results at N3LO are converged with respect to Nmax. For 26O, we
also obtain converged results, which was not the case in previous calculations [Her+13a]
but this is a first description of 26O without taking any continuum effects into account.
The ground-state energies of selected odd isotopes of oxygen 15−21O are shown in Fig.
8.9. The plot is arranged the same way as 8.8. The downward triangles indicate cal-
culations using the particle-removal scheme, as explained in section 7.2. Note that we
did not compute results using particle attachment, since the particle-removal scheme is
more robust in terms of the Nmax convergence behavior [Vob20]. Also, the ground-state
energies for odd oxygen isotopes agree well with the experimental values at N3LO and
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Fig. 8.8.: Ground-state energies for even oxygen isotopes ranging from 14O to 26O as function of the
chiral interaction order. Error bars indicate interaction uncertainties and bands are combined
many-body and interaction uncertainties. Red symbols are results for N ref

max = 0 and blue
symbols are the results for N ref

max = 2. All ground-state energies are computed using Nmax = 4.
Experimental ground-state energies are taken from [Wan+17].

N2LO for N ref
max = 2. At N ref

max = 0, the binding energies of all odd oxygen isotopes are
slightly overestimated, which indicates that N ref

max = 2 is a better choice for the reference
space. Furthermore, the ground-state energies are converged with respect to Nmax and
N ref

max.

Ground-State Energies of Even Carbon Isotopes. The ground-state energies of even
carbon isotopes 10−20C are shown in dependence of the chiral order in Fig. 8.10. The
plot is built the same way as in Fig. 8.8. For all carbon isotopes, the agreement between
our results and the experimental values is excellent at N2LO and N3LO. For the ground-
state energies of 16C at N ref

max = 0 and 20C at both values of N ref
max, we obtained a large

interaction error for the NLO results, which is due to the large underbinding of the
ground-state energies at leading-order.
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Fig. 8.9.: Ground-state energies for odd oxygen isotopes ranging from 15O to 21O as function of the
chiral interaction order. Error bars indicate interaction uncertainties and bands are combined
many-body and interaction uncertainties. Red symbols are results for N ref

max = 0 and blue
symbols are the results for N ref

max = 2. All ground-state energies are computed using Nmax = 4.
Experimental ground-state energies are taken from [Wan+17].

Ground-State Energies for Even and Odd Neon Isotopes. Now we proceed to the
discussion of the neon isotopic chain. The ground-state energies of even neon isotopes
18−36Ne are shown as function of the chiral interaction order in Fig. 8.11 following the
same terminology as in Fig. 8.10. Note that for 34Ne and 36Ne, the ground-state energies
are only shown at N ref

max = 0 due to the fact that the number of basis states for N ref
max = 2

is very large. Furthermore, we used the importance truncation for the computation of
the reference state for N ref

max = 2 and in the NCSM post-diagonalization for 20−36Ne
at Nmax = 4. For all even neon isotopes, our results are converged with respect to
N ref

max and Nmax. The many-body uncertainties are smaller than the interaction errors.
Furthermore, the agreement between theoretical and experimental ground-state energies
for all even neon isotopes at N3LO and N2LO is excellent and for 36Ne we are able to
predict a ground-state energy. Compared to other studies like [Jan+16], who computed
ground-state energies of neon isotopes using a coupled-cluster effective interaction, our
results agree with their calculations with < 1% deviation for 18−28Ne. We are able to
obtain good results for the neutron-rich neon isotopes around the island-of-inversion,
which were often underbound [Jan+16; Nov+20; Miy+20].
The ground-state energies of 19−25Ne are shown as function of the chiral interaction
order in Fig. 8.12. The plot is organized the same way as in Fig. 8.9. Also for the odd
isotopes our results agree well with experiment. Furthermore, the results at N2LO and
N3LO are converged with respect to the chiral interaction order.
Another study of the neon isotopic chain was performed by the group of Thomas Duguet
at CEA Saclay, who developed the PGCM-PT method, a combination of the projected
generator coordinate method (PGCM) with perturbation theory [Fro+22b; Fro+22a;
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Fig. 8.10.: Ground-state energies for even carbon isotopes ranging from 10C to 20C as function of
the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Red symbols are results for N ref

max = 0
and blue symbols are the results for N ref

max = 2. All ground-state energies are computed
using Nmax = 4. Experimental ground-state energies are taken from [Wan+17].
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Fig. 8.11.: Ground-state energies for even neon isotopes ranging from 18Ne to 36Ne as function of
the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Red symbols are results for N ref

max = 0
and blue symbols are the results for N ref

max = 2. All ground-state energies are computed
using Nmax = 4. Experimental ground-state energies are taken from [Wan+17].

Fro+22c]. In [Fro+22a], our IM-NCSM results are used as benchmark for the PGCM
framework, which is based on the solution of constrained Hartree-Fock-Bogoliubov equa-
tions using the same family of chiral interactions. The PGCM-PT is suited to capture
strong static correlation effects arising from the deformation of nuclei. In this work, re-
sults from the PGCM are compared to IM-NCSM calculations for ground-state energies,
charge radii, low-lying excited states, and electromagnetic observables for even neon iso-
topes ranging from 18Ne to 30Ne. The PGCM underbinds the ground-state energy for all
isotopes due to missing dynamical correlations. This behavior is improved using correc-
tions from perturbation theory in [Fro+22c]. Since our results agree with experimental,
the IM-NCSM can be used as a standard tool for benchmarking many-body methods.
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8.2.2. Charge Radii

Charge Radii of Even and Odd Oxygen isotopes. Now we present charge radii for
even oxygen isotopes shown in Fig. 8.13. The charge radii are shown as function of the
chiral interaction and the plot is arranged as in Fig. 8.11, where the shaded grey bands
around the experimental charge radii depict the experimental uncertainties.
For 16O and 18O, the experimental charge radii are well reproduced at N2LO within
the uncertainties. At N3LO the charge radii are underestimated by 2-3%. In case of
the other isotopes, there is no experimental charge radius available but we are able to
give a theoretical prediction. Furthermore, all results are well converged regarding the
reference space and we notice an enhancement of the charge radius for all oxygen isotopes
when comparing the results at NLO to the results at N2LO. This could be due to missing
inclusion of 3N forces in the NLO results.
For even oxygen isotopes, the new family of chiral interactions performs well, especially
in comparison to former NN interactions at N3LO by Entem and Machleidt [EM03]
supplemented with 3N interactions at N2LO using a local regulator scheme [Nav07;
GQN09; GQN19]. With these interactions, ground-state energies are in good agreement
with experimental data, but the charge radii of the oxygen isotopes were underesti-
mated [Bin+14; Lap+16; Vob20]. Another interaction used to compute radii is the
so-called NNLOsat [Eks+15], which includes fitted low-energy constants with respect to
experimental energies and charge radii of carbon and oxygen isotopes [Lap+16]. This
interaction is also able to reproduce experimental radii and ground-state energies of
some oxygen and carbon isotopes [Som+20]. Since the NNLOsat interaction is deter-
mined for one chiral order only, it cannot be used to compute interaction uncertainties.
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Fig. 8.13.: Charge radii for even oxygen isotopes ranging from 14O to 26O as function of the chiral
interaction order. Error bars indicate interaction uncertainties and bands are combined
many-body and interaction uncertainties. Experimental values are taken from [AM13].

Now, with the new family of interactions with optimized low-energy constants cD, which
are fitted to the ground-state energy of 16O and fixed values of cE, which are fitted to
the triton ground-state energy [Hüt+20; Hüt21], we are able to reproduce experimental
ground-state energies and charge radii.
The charge radii for odd oxygen isotopes ranging from 15O to 21O are shown in depen-
dence of the chiral interaction order in Fig. 8.14. The panels of the plot are built up like
in 8.12. For 17O, we are able to reproduce the experimental charge radius and for 15O,
19O and 21O, we obtained a prediction due to missing experimental values. Furthermore,
we obtained converged results with respect to N ref

max and Nmax for all odd oxygen isotopes
at N2LO and N3LO.

Charge Radii of Even Carbon Isotopes. The charge radii for even carbon isotopes
10−20C are shown in Fig. 8.15. The charge radii are again shown as function of the chiral
interaction order. Experimental results are available for 12C and 14C. The experimental
charge radius of 12C is overestimated by 4% and the experimental charge radius of 14C is
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Fig. 8.14.: Charge radii for odd oxygen isotopes ranging from 15O to 21O as function of the chiral
interaction order. Error bars indicate interaction uncertainties and bands are combined
many-body and interaction uncertainties. Experimental values are taken from [AM13].

underestimated by 1% when taking combined many-body and interaction uncertainties
into account. For the other carbon isotopes 10C and 16−20C we can predict a value for
the charge radius.

Charge Radii of Even and Odd Neon Isotopes The charge radii in dependence of the
chiral interaction order for even neon isotopes are shown in Fig. 8.16. Compared to
the experiment, we obtained good results for 24−28Ne. For the lighter isotopes 18−22Ne,
the charge radii are underestimated by 2% for 18Ne and 20Ne and <1% for 22Ne. For
30−36Ne we predict charge radii, where the value of the charge radius grows with the
number of neutrons. In conclusion, we are able to compute open-shell nuclei, which show
a deformation and clustering behavior.
The ∆NNLOGO interaction [Jia+20], which includes ∆ degrees of freedom is another
interaction providing good results compared to the experiment. Our results are in good
agreement with [Jia+20] when considering the uncertainties. This interaction also yield
accurate ground-state energies and radii for medium-mass nuclei. When comparing our
results for the neon isotopic chain to PGCM calculations [Fro+22a], it was found that
charge radii obtained by the PGCM are overestimated by about 0.1 fm due to missing
dynamical correlations as it was the case for ground-state energies.
Figure 8.17 depicts the charge radii as function of the chiral interaction order for 19−25Ne
following the style of Fig. 8.14. For these isotopes, we are able to reproduce all exper-
imental results for N2LO and N3LO, where the convergence behavior with respect to
Nmax and N ref

max is very good.
All in all, we conclude that we are able overcome the problems of underestimated exper-
imental charge radii with the new famiy of chiral interactions [Hüt+20].
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Fig. 8.15.: Charge radii for even carbon isotopes ranging from 10C to 20C as function of the chiral
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8.3. Excitation Spectra

In this section we discuss spectra for the oxygen, carbon, and neon isotopic chains. We
begin with the spectra of even and odd oxygen isotopes, followed by spectra of even
carbon isotopes. Finally, we show the spectra for even and odd neon isotopes.

Spectra of Even and Odd Oxygen Isotopes. In Fig. 8.18, the spectra for even oxygen
isotopes 14−26O as function of the chiral interaction order ranging from NLO to N3LO
are shown. Note that the estimation of the interaction uncertainties has been computed
including LO results. The interaction uncertainties for NLO are not shown for sake of
clarity. We only show the results for N ref

max = 2. The bars on the right side of each panel
depict the experimental spectra. Each color encodes a value for J to differentiate between
the states. Similar to the last section, error bars represent interaction uncertainties and
shaded error bands are combined many-body and interaction uncertainties.
For all even oxygen isotopes, the states are in correct order compared to the experiment
besides the 0+2 states. Furthermore, the most low-lying excited states in the spectra are
converged with respect to Nmax. We observe that the 0+2 states of all oxygen isotopes
have large many-body uncertainties indicating a poor convergence behavior. Therefore,
we cannot compare them to experimental values. We will come back to this point later
in this section. We also see that the many-body and the interaction uncertainties of
the 1+1 states are quite large, especially for results at N2LO. We can conclude that
these states are sensitive to the chiral interaction order. For 14O and 22O, the 2+1 state
agrees well with experiment. Also, the 3+1 state of 22O shows a good agreement within
uncertainties. Regarding 18O and 20O, the first two excited states underestimate the
measured excitation energy, while the 2+2 state is again in a good agreement. For the
doubly magic 24O the 2+1 state is too low compared to experimental results and the
spectrum is too dense. For the unbound 26O nucleus however, we obtain an excellent
agreement for the first excited state. For 16O we have found that the energy of the 2+1
state is much too large compared to experimental results. This seems to be a common
behavior for well bound doubly-magic nuclei, which was also obtained in [Miy+20],
[HJP16] and [Sim+17]. Especially in [HJP16], it was demonstrated that adding triples
to coupled cluster calculations lowers the energy of the first excited state. This indicates
that a highly correlated reference state is needed to describe the 2+1 state of 16O, which
cannot be accessed using the IM-NCSM.
Coming to the odd oxygen isotopes 15−21O, their spectra are shown in Fig. 8.19 as
function of the chiral interaction order. Overall, many states for 17−21O are in agreement
with experimental excited-state energies within uncertainties. For 21O, the 3/2+1 state
was experimental unknown, which has been examined in [Hei+20], who studied the
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Fig. 8.18.: Spectra for even oxygen isotopes ranging from 14O to 26O as function of the chiral interaction
order. Error bars indicate interaction uncertainties and bands are combined many-body
and interaction uncertainties. Experimental results are taken from [Ajz91; TWC93; Til+95;
Til+98; Bas15; Tsh+12; Kon+16]

low-lying structure of 21O using lifetime measurements. Compared to the results of
[Bog+14], we now obtained the right order of the first two excited states in 21O, but the
order of the third and fourth excited states is still reversed. For 19O, we also obtained
that the order of the third and fourth excited states is changed as it was observed
with NCSM-PT calculations in [Tic+18a]. But since the many-body uncertainty of the
1/2+1 state is large, it could lower in energy with increasing Nmax. In the spectrum of
15O, the experimental energy of the 3/2−1 state is overestimated by about 0.7% within
uncertainties.

Spectra of Even Carbon Isotopes Figure 8.20 shows spectra of even carbon isotopes
10−20C as function of the chiral interaction order. The overall agreement between our
results and experiment is good for 10C, 12C, 14C and 20C, where most states lay within
the error bars. Again, the 0+2 states show a poor convergence behavior with respect to
Nmax. For the 1+1 and the 4+1 state of 12C, we obtained larger error bars, which is also
the case for the 2+1 state of 14C and the 3+1 state of 16C. The convergence behavior for
these states is slower. This could indicate that these states lay in the part of the model
space, which is not decoupled completely during the IM-SRG evolution. For 12−16C, the
interaction uncertainties of the 1+1 state are quite large. Furthermore, we obtained that
the many-body uncertainties of the 2+ excited states of 18C are large, which is due to a
slower convergence with respect to Nmax. In 10C, the experimental state with unknown
parity and J could be a 1+1 but we need more information from the experimental side
for confirmation.
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Fig. 8.19.: Spectra for odd oxygen isotopes ranging from 15O to 21O as function of the chiral interaction
order. Error bars indicate interaction uncertainties and bands are combined many-body
and interaction uncertainties. Experimental results are taken from [Ajz91; TWC93; Til+95;
Fir15].

Spectra of Even and Odd Neon Isotopes The spectra of even neon isotopes 18−36Ne
are plotted in Fig. 8.21 as function of the chiral interaction order. Overall, the results
are in good agreement with experiment but not for all states. As presented in [Str+16],
we also find that the unidentified excited state in 26Ne is a 4+ state. Also, the ordering
of the states is in agreement with experimental results. In comparison to studies by
Miyagi et al. [Miy+20], who overestimate the energies of the 2+1 states in all neon
isotopes using the IM-SRG framework with valence-space Hamiltonians, we can say that
the NO2B approximation is able to reproduce these energies when using the IM-NCSM.
This is due to inclusion of static correlations in the reference states and therefore due
to the lack of correlations in the IM-SRG framework. Furthermore, our results are in
agreement with coupled cluster studies by Jansen et al. [Jan+16]. In comparison to
PGCM studies [Fro+22a], the trend of the 2+1 and 4+1 energies is reproduced by the
PGCM for 18−24Ne but the decrease in energy beyond 26Ne cannot be captured. This
situation is improved when adding triaxial configurations to the PGCM.
The spectra of odd neon isotopes 19−25Ne are shown in Fig. 8.22 as function of the chiral
interaction order. The overall agreement between experiment and theory is good for the
most low-lying excited states when taking the uncertainties into account. In 19Ne, for
example, the 3/2+1 excitation energy is underestimated and the spectrum of 25Ne is too
compressed. Furthermore, the order of the states is exchanged. But since their error
bars are overlapping, the order could change again by using a larger model space. Also,
in 21Ne the 5/2+1 state is too low at N3LO compared to experiment.

Many-Body Convergence Behavior of Selected Oxygen, Carbon and Neon Isotopes.
Now we deal with the convergence behavior of spectra from selected oxygen, carbon and
neon isotopes in order to explain large many-body uncertainties. The spectra for 14−18O
and 22−26O are shown as function of Nmax in Fig. 8.23. The left-hand panels show the
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Fig. 8.20.: Spectra for even carbon isotopes ranging from 10C to 20C as function of the chiral interaction
order. Error bars indicate interaction uncertainties and bands are combined many-body
and interaction uncertainties. Experimental results are taken from [Til+04; KPS17; Ajz91;
TWC93; Pet+11]

spectra for N ref
max = 0 and the spectra with N ref

max = 2 are shown on the right-hand side.
In each row, one isotope is shown. The experimental excitation energies are shown in
the right panels. For the oxygen isotopes, especially the 0+2 and 1+1 states are hard to
converge. This could be due to the fact that these states are not completely decoupled
during the IM-SRG evolution. Especially in the spectra of 14−18O, the 0+2 state is not
converged for N ref

max = 2. For 14O and 18O the 2+1 states are converged with respect
to Nmax, which is also the case for the 4+1 state of 18O. Furthermore, the 2+1 state of
16O is not converged and far above the experimental value, which is due to the doubly
magic character of 16O. The semi-magic character of 22O and magic character of 24O
could contribute to a slower convergence behavior of some excited states in their spectra.
Especially the 0+2 states are problematic to converge. For N ref

max = 0, all excited states
of 22O and 24O show a slow convergence behavior.
We proceed to the spectra of 14−18C, which are shown in Fig. 8.24. The structure of the
plot is the same as before. It is noticable that the 0+2 states in the spectra of 14C and
16C are not converged with respect to N ref

max. Furthermore, the many-body uncertainties
of the excitation energies in 16C are larger compared to the ones in 14C. This could be
due to a more complicated structure of the states in 16C in general. The first two excited
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Fig. 8.21.: Spectra for even neon isotopes ranging from 18Ne to 36Ne as function of the chiral interaction
order. Error bars indicate interaction uncertainties and bands are combined many-body and
interaction uncertainties. Experimental values are taken from [Til+95; Til+98; Bas15; Fir07;
BH16; Sha13; Sha10; OS11]

states of 18C are also not converged properly and the agreement with the experiment
gets worse when moving from N ref

max = 0 to N ref
max = 2. This indicates that a larger

reference space is necessary to describe the spectrum for 18C properly in comparison to
experimental results.
A selection of odd isotopes as function of Nmax is shown in Fig. 8.24 . We see that the
1/2+1 state of 19O is not converged. It could, as mentioned before, move below the 9/2+1
state when using larger values of Nmax. The 9/2+1 state could then move further towards
the experimental value. For 21Ne and 25Ne, we see that most states are converged but
the 1/2+1 state of 21Ne moves away from the experiment, which is also the case for the
5/2+1 state of 25Ne.
We conclude that not all states in the spectra of isotopes from the oxygen, carbon and
neon isotopic chains are converged with respect to Nmax. Therefore, especially for the
description of the excitation energy of the 1+1 states and higher-lying states, a larger
reference space is needed.
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Fig. 8.23.: Nmax convergence of selected even isotopes from the oxygen isotopic chain. Error bars are
either the absolute difference of the largest values of Nmax or N ref

max.
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N ref
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8.4. Electromagnetic Observables

In this section we will discuss electromagnetic observables from the IM-NCSM. We will
start with electric B(E2) transition strengths and quadrupole moments Q for oxygen,
carbon, and neon isotopes, followed by magnetic B(M1) transition strengths and dipole
moments µ of oxygen and neon isotopes.

8.4.1. Electric Quadrupole Observables

Oxygen Isotopes. The B(E2, 2+1 → 0+1 ) transition strengths of even oxygen isotopes
are shown in Fig. 8.25 as function of the chiral interaction order ranging from LO to
N3LO. Each panel contains the results for one isotope. Red bars indicate the results
for N ref

max = 0 and blue bars show the results for N ref
max = 2. The solid line represents

the experimental value of the B(E2) transition strength with grey shaded uncertainties.
Error bars indicate interaction uncertainties and combined interaction and many-body
uncertainties are shown as shaded bands.
For all even oxygen isotopes, the many-body and interaction uncertainties are small in-
dicating good convergence. It is noticable that for 16−22O, all B(E2) transition strengths
are sytematically underestimated compared to the experiment, which matches the find-
ings in [Vob20]. We will discuss this behavior later in this work. It is also noticable that
all the transition strengths are close to zero.
The electric quadrupole moments of the first excited statesQ(2+1 ) of even oxygen isotopes
are shown in Fig. 8.26 as function of the chiral interaction order. The only experimental
value, which is available is the electric quadrupole moment of 18O, which is overestimated
in our calculations by a factor of 10. We further notice that with increasing N ref

max, the
results at N2LO and N3LO come closer to the experimental value, which could be an
indicator that using a reference state within a larger reference space might bring the
electric quadrupole moment closer to the experiment. For the other even oxygen isotopes
we can predict values for the electric quadrupole moment. Furthermore, the many-body
uncertainties for the quadrupole moments of 26O are quite large at N ref

max = 2, which
could be harder to converge due to its unbound character.
The B(E2) transition strengths of the odd oxygen isotopes are depicted in Fig. 8.27.
Again we obtain converged results for all odd oxygen isotopes. For 19O and 21O, our
results are close to the experimental B(E2) value within combined uncertainties. For
17O, the discrepancy is larger. We predict a value for the B(E2) transition strength for
15O, since no experimental results are available.
Figure 8.28 shows the electric quadrupole moments of odd oxygen isotopes obtained by
the particle-removal scheme. For 17O and 19O, our results differ by about 50% from
the experimental value. For 15O and 21O, we predict a value for the electric quadrupole
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Fig. 8.25.: B(E2) transition strengths for even oxygen isotopes ranging from 14O to 26O as function
of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Experimental values are taken from
[TWC93; Til+95; Ram+87; Thi+00].
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moment. Furthermore, the interaction and many-body uncertainties for all odd isotopes
are small.
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of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Experimental results are taken from
[Ajz91; Wie+08; Pet+11; McC+12; Vos+12; DAl+20].

Even Carbon Isotopes. Now we discuss the B(E2, 2+1 → 0+1 ) transition strengths and
electric quadrupole moments Q(2+1 ) for the carbon isotopic chain. In Fig. 8.29, the
B(E2) transitions strengths for even carbon isotopes are shown as function of the chiral
order. The plot is built similar to Fig 8.25. Here, the picture of underestimated B(E2)

transition strengths turns into another story. All our results match with the experimen-
tal values at N3LO and N2LO, which is remarkable. The only exception is the B(E2)

transition strength of 16C, which is underestimated by about 50% within uncertainties.
We already saw the same behavior for the isotopes in the oxygen isotopic chain. Fur-
thermore, all carbon isotopes are converged with respect to Nmax and N ref

max. For 10C, we
obtain a large interaction uncertainty at NLO due to the large B(E2) value at LO. The
many-body uncertainty of the B(E2) transition strength in 16C at NLO is very large for
N ref

max = 0 indicating a slow Nmax convergence. But compared to the oxygen isotopes,
the new family of interactions performs much better for the B(E2) transition strengths
of the carbon isotopic chain.
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Fig. 8.30.: Electric quadrupole moments for even carbon isotopes ranging from 10C to 20C as function
of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. For 12C the experimental quadrupole
moment is taken from [Ver+83].

We can now discuss the electric quadrupole moments of isotopes for the carbon isotopes
shown in Fig. 8.30. The only experimental quadrupole moment available is for 12C, which
is perfectly reproduced by our IM-NCSM results as discussed in section 8.1. For the
quadrupole moments of the other even carbon isotopes, we obtain predictions for their
values. As for the B(E2) transition strength, the many-body uncertainty atN ref

max = 0 for
16C is quite large. Furthermore, the many-body uncertainties for the electric quadrupole
moment of 18C at N ref

max = 2 are large for the two highest interaction orders. This
indicates a slow convergence with respect to Nmax, which is not observed for N ref

max = 0.
But all in all, we see that the results for the two reference spaces do not differ a lot.
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Fig. 8.31.: B(E2) transition strengths for even neon isotopes ranging from 18Ne to 36Ne as function
of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Experimental values are taken from
[Til+95; Til+98; Bas15; Fir07; BH16; Sha13].

Neon Isotopes. Coming to the B(E2) transition strengths of the neon isotopic chain,
we observe a similar behavior as for the oxygen isotopic chain. The B(E2) transition
strengths are depicted as function of the chiral interaction order in Fig. 8.31. Experi-
mental results are available for 18−28Ne. For 30−32Ne we give a prediction of the value.
The largest deviations with a factor of two to three are obtained for 18−22Ne. Surpris-
ingly, the B(E2) transition strengths for the more neutron-rich isotopes 24Ne and 26Ne
are with about 20% deviation from the experiment closer to the experimental results
compared to the lighter neon isotopes. The results for 28Ne underestimate the exper-
iment by about 4%, i.e., they are very close to experimental values taking combined
many-body and interaction uncertainties at N3LO into account. Overall, the B(E2)

transition strengths in the even neon isotopes are with an underestimation of about 20-
65% closer to the experiments compared to the results for oxygen isotopes, where the
deviation ranges between 75% and 90%. Furthermore, the results are converged with
respect to Nmax throughout the complete neon isotopic chain.
The B(E2) transition strengths of odd neon isotopes 19−25Ne are shown as function of the
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Fig. 8.32.: B(E2) transition strengths for odd neon isotopes ranging from 19Ne to 25Ne as function
of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Experimental results are taken from
[Til+95; Fir15; SC21; Fir09].

chiral order in Fig. 8.32. We predict a B(E2) transition strength for 25Ne, which is close
to zero. For 23Ne, the experimental value for the transition strength is reproduced within
uncertainties. The results are again underestimated for 19Ne and 21Ne compared to the
experiment. Note that the B(E2) transition strength of 19Ne is with a deviation of 17%
closer to the experiment as for 21Ne, which deviates by 53% from the experiment. The
B(E2) transition strength for 23Ne at NLO is far away from the experiment compared to
the results at other interaction orders, which could be due to missing three-body forces
at NLO.
We proceed to the electric quadrupole moments in the neon isotopic chain, the results
for even neon isotopes are shown as function of the chiral order in Fig. 8.33. For 20Ne
and 22Ne experimental results are available, which are overestimated by about 50%.
For the other isotopes 18Ne and 24−36Ne we are able to give predictions for the electric
quadrupole moment, since no experiments are available. The many-body and interaction
uncertainties are small for all even neon isotopes besides for 28Ne, where the many-body
uncertainties are larger.
The quadrupole moments of odd neon isotopes 19−25Ne are depicted in Fig. 8.34. Ex-
perimental results are only available for 21Ne, which are nearly reproduced by our calcu-
lations. For the other isotopes we give predictions for the electric quadrupole moments.
All odd neon isotopes are converged with respect to Nmax and N ref

max.
Coming back to the comparison with the PGCM, we obtained the opposite behavior,
i.e., the experimental B(E2) transition strengths of 24−28Ne are overestimated and the
tansitions below 24Ne are well reproduced in the PGCM due to the collective character
of the corresponding theory. The PGCM method is able to reproduce the experimental
values of the quadrupole moment for 20Ne and 22Ne [Fro+22a].
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Fig. 8.33.: Electric quadrupole moments for even neon isotopes ranging from 18Ne to 36Ne as function
of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Experimental values are taken from
[Sto05].
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of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. Experimental values are taken from
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Discussion of the Electric Quadrupole Observables. Now we try to find reasons why
the electric quadrupole transitions and moments do not agree with the experimental
values for the most oxygen and neon isotopes and why the agreement in the carbon
isotopic chain is better. In [Vob20], the main reason for this behavior was rooted in
deficiencies of the interaction and limitations of the model space of the IM-NCSM.
Comparing our results with the new family of interactions to the results with previous
interactions, we see that the B(E2) transition strengths and the electric quadrupole
moments only barely depend on the interactions. Therefore, we can conclude that the
deviations are of another nature, with a possible candidate being the truncations in the
IM-NCSM. In the evolution of the IM-SRG we use the NO2B approximation and we may
need to take induced normal-ordered terms up to three- or even higher-body level into
account. Also, Parzuchowski et al., who computed electromagnetic observables using the
IM-SRG in a valence-space version and an equation of motion approach found that at the
IM-SRG(2) level it is not possible to reproduce experimental B(E2) transition strengths
for many nuclei [Par+17]. Another explanation they provided is that their interaction
underpredicts the nuclear radii as the reason for the diminished electric quadrupole
observables due to their radial dependence, which is similar to point-nucleon radius
operator. But since the radii using the new family of interactions are in agreement
with experimental results, this explanation is ruled out. Another reason could be that
the generators and decoupling patterns are not able to include the needed correlations,
which is also a goal for further improvements of the IM-NCSM.
The idea about missing induced three-body contributions in the IM-NCSM is due to
a phenomenon called hierarchy inversion, which was described in [Vob20]. It means
that the induced two-body terms in non-scalar observables, like the B(E2) transition
strength, dominate over the corresponding one-body contributions. To show this we first
perform a full IM-NCSM calculation with the full operator up to the two-body level and,
for comparison, with only the one-body terms.
The results for 16C are shown for the energy of the first excited state, the B(E2, 2+1 → 0+1 )

transition strength and the electric quadrupole momentQ(2+1 ) in Fig. 8.35 in dependence
of the flow parameter s. The squares are results for Nmax = 2 and calculations using
Nmax = 4 are depicted by diamond symbols. In the left-hand panels the observables are
shown for the imaginary-time generator and for the results in the right-hand panel the
White generator has been used. The calculations including only the one-body part are
shown as open symbols and the full calculations are depicted by closed symbols. For the
energy of the excited 2+1 state, the results for the full calculations and for the one-body
part only are the same. In case of the B(E2) transition strength, the results with the
one-body part become approximately half of the result obtained from the full calculation.
This indicates that the contribution to the B(E2) transition strength is largely shifted

121



0

2

4

6

E*  [
M

eV
]

2+
1

0+
1

Nmax = 2
Nmax = 4

2+
1

0+
1

Nmax = 2
Nmax = 4

0.0

0.5

1.0

1.5

2.0

B(
E2

) [
e2 fm

4 ]

2+
1 0+

1 2+
1 0+

1

0.0 0.1 0.2 0.3 0.4 0.5
s

3.5
3.0
2.5
2.0
1.5
1.0
0.5

Q
 [e

fm
2 ]

2+
1

0255075100
s

2+
1
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into the induced two-body terms. For the quadrupole moment the behavior is similar,
i.e., the induced two-body contributions dominate over the one-body terms. Since the
two-body part dominates over the one-body part for the B(E2) transition strength
and the electric quadrupole moment, one might ask how important induced many-body
terms beyond the NO2B approximation are. This is the point where the LOTC becomes
interesting, which will be discussed in section 8.6.
Now we discuss the behavior of the electric quadrupole observables with respect to the
considered isotopic chains. The isotopes in the oxygen isotopic chain have a magic
proton shell closure. Therefore, it might be that the IM-NCSM framework with the
NO2B approximation is not able to describe the induced neutron contributions properly.
In case of the carbon isotopes, only the 1p3/2 subshell is closed indicating that protons
could contribute to the electric quadrupole observables, which could be a reason for the
good agreement with experiment for the most carbon isotopes. We further saw that

122



3/21 1/21

0

1

B
(M

1
) 

[
N
/c

2
] 15O15O

3/2+
1 5/2+

1

17O17O

3/2+
1 5/2+

1

LO NLO N2LO N3LO
Chiral Order

0

1

B
(M

1
) 

[
N
/c

2
] 19O19O

LO NLO N2LO N3LO
Chiral Order

3/2+
1 5/2+

1

21O21O

Fig. 8.36.: B(M1) transition strengths for odd oxygen isotopes ranging from 15O to 21O as function
of the chiral interaction order. Error bars indicate interaction uncertainties and bands are
combined many-body and interaction uncertainties. The experimental B(M1) transition
strength of 19O is taken from [Til+95].

the IM-NCSM is able to describe correlation effects for deformed neon isotopes. But
since the B(E2) transition strengths are underestimated, it could be that not enough
deformation effects are captured.

8.4.2. Magnetic Dipole Observables

In this section we consider magnetic dipole transition strengths and moments for oxygen
and neon isotopes. We start with the B(M1) transition strengths and magnetic dipole
moments µ of odd oxygen isotopes. Afterwards we will discuss these observables for
isotopes from the neon isotopic chain.

Odd Oxygen Isotopes. The B(M1, 3/2−1 → 1/2−1 ) and B(M1, 5/2+1 → 3/2+1 ) transi-
tion strengths for odd oxygen isotopes 15−21O are shown in Fig. 8.36 in dependence of
the chiral interaction order. Like in the section before, results at N ref

max = 0 are shown
as red symbols and blue symbols denote results for N ref

max = 2. All results are shown for
Nmax = 4 and obtained using the particle-removed scheme. Interaction uncertainties are
represented by error bars and combined many-body and interaction uncertainties are
shown as shaded bands. For all isotopes the are well converged with respect to Nmax

and N ref
max. We are able to reproduce the B(M1) transition strength of 19O and give

predictions for 15−17O and 21O.
The magnetic dipole moments µ of 15−21O are shown in Fig. 8.37. Experimental results
are available for 17O and 19O, which are slightly overestimated by our calculations. For
15O and 21O we are able to predict a value for the magnetic dipole moment. As for the
computed B(M1) transition strengths, our results for the dipole moments are converged.
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Neon Isotopes. The B(M1) transition strengths of 18−21Ne and 23,25Ne are shown in
Fig. 8.38 as function of the chiral interaction order. The symbols have the same meaning
as in Fig. 8.36. Experimental results are available for 18Ne, 20Ne and 21Ne. For 18Ne
and 21Ne, the experimental B(M1) transition strength is slightly underestimated. For
20Ne we are able to reproduce the experimental value. For 19Ne and 23,25Ne we are
able to predict a B(M1) transition strength. Furthermore, we obtained large interaction
uncertainties for the B(M1) strength at NLO for 18Ne and 20Ne at N ref

max = 0, which can
also be seen for 23Ne at N2LO and N3LO. This indicates that N ref

max = 0 is not sufficient
enough to obtain converged results for the B(M1) transition strengths of these isotopes.
For the neon isotopic chain ranging from 18Ne to 25Ne, magnetic dipole moments are
shown in Fig. 8.39. Experimental results are available for 19−23Ne and we reproduce
most of these. Only for 22Ne we underestimate the experimental result and for 23Ne we
see a slight overestimation. All magnetic dipole moments, except the dipole moment of
24Ne at N ref

max = 0 are converged with respect to N ref
max and the chiral interaction order.

Compared to the PGCM results in [Fro+22a], our results for 18−24Ne do not differ a lot.
In comparison to experimental results, the B(M1) transition strengths and magnetic
dipole moments µ from the IM-NCSM of all isotopes are in a much better agreement
compared to the electric quadrupole observables.
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8.5. Isotopic Chains

In this section we summarize the results for the oxygen, carbon, and neon isotopic
chains. Figure 8.40 shows ground-state energies (first panel), 2+1 excited state energies
(second panel), B(E2, 2+1 → 0+1 ) transition strengths (third panel), electric quadrupole
moments Q(2+1 ) (fourth panel) and charge radii (bottom panel) for even oxygen isotopes
as function of the isotope. The error bands are combined many-body and interaction
uncertainties. The blue closed symbols are results at N3LO, the red closed symbols are
results at N2LO and the results at NLO are depicted by open grey symbols. For all oxy-
gen isotopes we obtain a good agreement with experiment for ground-state energies, first
excited states and charge radii at N2LO and N3LO. The experimental B(E2) transition
strengths are systematically underestimated, i.e., we are not even able to reproduce the
experimental trend. Also, the electric quadrupole moment Q cannot be reproduced.
The same summary is shown for the carbon isotopic chain in Fig. 8.41. For the carbon
isotopic chain, the family of chiral interactions performs well for all observables com-
pared to experimental results. The only observable we are not able to reproduce is the
B(E2) transition strength of 16C. Furthermore, we obtain the same trend for the elec-
tric quadrupole observables shown in [FRN13] including a negative electric quadrupole
moment Q for the first excited state of 16C and a small value of Q for 10C.
The ground-state energies, first excited state energies, B(E2) transition strengths, elec-
tric quadrupole moments and charge radii for the neon isotopes are summarized in Fig.
8.42 as function of the isotope. The figure is constructed in the same way as Fig. 8.41.
Also for the neon isotopic chain, the experimental ground-state energies, first excited
states and charge radii are well reproduced compared to experimental. The B(E2) tran-
sition strengths are underestimated, especially for the lighter isotopes 18−22Ne. But for
18−24Ne we do reproduce the experimental trend.
In summary we can state that the new family of chiral interactions performs very well
for ground-state energies, spectra, and charge radii. The systematic underestimation of
B(E2) transition strengths in the oxygen and neon isotopic chain seems to be an issue
of the NO2B approximation. Therefore, it could be very important to include induced
three-body terms in the IM-SRG framework.
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8.6. Leading-Order Three-Body Correction

The LOTC approximation, as derived in chapter 6, is an approximation for the evaluation
of induced three-body terms in the observable transformation step of the multi-reference
IM-SRG. Since we compute the contributions from the LOTC in the m-scheme, we can
only perform the calculation for small model spaces like emax = 2 or emax = 4.
The steps for the IM-NCSM including the LOTC approximation are:

1. Solve the ODE in order to obtain the Magnus operator Ω̂(s) using an emax = 12

truncation.

2. Calculation of observables using the same model-space truncation.

3. Conversion of the matrix elements into a smaller model-space like emax = 4 or 2.

4. Using the LOTC in the m-scheme to obtain three-body corrections and add them
to the output of step 2.

Lastly, the usual post-diagonalization step is performed for both matrix elements with
and without LOTC. With the LOTC we correct the matrix elements of the Hamiltonian
Ĥ(s) and the electric quadrupole operator M̂2

el2(s).
The results for the application of the LOTC approximation (open symbols) for 12C and
16C are shown in Fig. 8.43 in comparison to results using the NO2B approximation
(closed symbols). The ground-state energies, lowest excited states and B(E2) transition
strengths are shown as function of the flow parameter s. Results for Nmax = 0 are
represented as circles and squares show the results for Nmax = 2. The LOTC calculations
are truncated using emax = 4 for 12C and for 16C an emax = 2 truncation has been used.
Furthermore, for the multi-reference IM-SRG evolution we used the White generator.
The influence of the LOTC on the ground-state energy for 12C and 16C is very small.
For the lowest excited states of 16C, the influence of the LOTC is also very small. In
case of 12C the energies of all excited states are shifted into a larger energy regime. For
the B(E2) transition strength, there is quasi no influence for 16C and for 12C we see a
slight correction of the B(E2) transition strengths towards larger values.
The same observables are shown for 16O, 18O and 20Ne as function of the flow parameter
in Fig. 8.44. For 18O and 20Ne, we computed the LOTC using N ref

max = 0 and emax = 2.
For 16O we used emax = N ref

max = 2.
As we can see, the influence of the induced three-body correction on the ground-state
energy of 20Ne is very small. For the oxygen isotopes instead, the LOTC correction
leads to a stronger overbinding compared to the NO2B approximation. In comparison
to [Hei+21], who performed full single-referene IM-SRG(3) calculations for 16O, our
results show the opposite behavior, i.e., when using the single-reference IM-SRG(3),
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Fig. 8.43.: Ground-state energies, lowest excited states and B(E2) transition strengths for 12C and 16C
as function of the flow parameter s. Closed symbols are results with the NO2B approxima-
tion and open symbols are the results with the LOTC approximation on top.

the ground-state energy is corrected towards higher energies. For 16O, the 2+1 state
is slightly corrected towards lower energies by the LOTC approximation. In case of
18O the opposite behavior occurs, but the 4+1 state is corrected towards lower energies.
Considering the B(E2) transition strengths of the oxygen isotopes, the LOTC corrects
the B(E2) transition strength towards larger values for 16O and towards smaller values
for 18O. The effect of the LOTC approximation for 20Ne is the same as in 16C for all
observables, the effect is extremely small. We also see that the flow stabilizes slower
when using the LOTC approximation, especially for the observables of 12C and 16,18O.
This is expected due to the fact that we do not decouple three-body matrix elements
explicitly. But for the B(E2) transition strength of 16O and 18O we obtain a more stable
flow for large flow parameters compared to the NO2B approximation. This indicates that
induced three-body contributions play an important role for B(E2) transition strengths.
Due to the fact that the influence of the LOTC approximation, especially on the B(E2)

transition strengths is extremely small when using model space sizes up to emax = 4,
we can conclude that the LOTC approximation can only be used as an uncertainty
estimation for neglecting three-body forces in the IM-NCSM.
There could be a number of reasons for the small influence of LOTC. First of all, we only
compute a correction to the BCH series. As a consequence, induced three-body terms in
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the reference state are not explicitly decoupled from higher lying ph-excitations. Another
point is that the commutator

[
Ω̂[3], Ô[3]

]
is not included in the observable transformation,

which is also the case for the three-body part of
[
Ω̂[2], Ô[2]

]
. These expressions could have

a large impact on the results. Furthermore, we only perform a leading-order correction to
the BCH series, including the first nested commutator (k = 2), which may be extended
to k = 3 or k = 4. Another influence could be the small model-space dimension, which
can be increased by performing j-coupling or using a massively parallelized code. But
the j-coupled equations in the LOTC approximation include 9j and 12j symbols, which
are expensive to compute and making the implementation error prone. All in all, a
lot of effort is needed to find a solution for the systematic underestimation of B(E2)

transition strengths in the oxygen and neon isotopic chain. Especially for the multi-
reference IM-SRG, the effort is much larger compared to the single-reference version,
since irreducible two-body densities are an additional part of the equations. Therefore,
it might be easier to develop alternative decoupling patterns or optimize the existing
ones instead of pushing the multi-reference IM-SRG(3) forward.
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Fig. 8.44.: Same as Fig. (8.43) for 16O, 18O and 20Ne.

134



9. Conclusion and Outlook

In this thesis we have used and extended the IM-NCSM to describe the properties of
medium-mass nuclei with fully quantified many-body and interaction uncertainties. The
IM-NCSM is a combination of the best features of the IM-SRG and the NCSM.
The NCSM is an exact method to solve the stationary many-body Schrödinger equation
in form of a matrix eigenvalue problem, giving direct access to ground- and excited-state
properties of light nuclei. Due to the fast-growing model-space size, the application of
the NCSM is limited to nuclei in the p-shell. The IM-SRG is a method designed for
medium-mass nuclei, which aims for a pre-diagonalization of the Hamiltonian, i.e., the
decoupling of a reference state from all particle-hole excitations. In the single-reference
IM-SRG a single Slater determinant is used as reference state, which is restricted to
the description of closed-shell nuclei. The multi-reference IM-SRG instead uses a multi-
determinantal reference state giving access to properties of open-shell nuclei. Since we
are not able to take A-body interactions into account, the IM-SRG is truncated using
the NO2B approximation.
The IM-NCSM consists of four stages. First, a single-particle basis transformation into
the natural orbitals is applied. Afterwards, the reference state is computed in a small
model space using the NCSM. The third step is the decoupling within the IM-SRG
framework and the last step is the post-diagonalization in the NCSM. For the decoupling
we have used the Magnus formulation of the IM-SRG, which allows us to evaluate non-
scalar electromagnetic multipole operators as well. The advantage of the IM-NCSM
compared to the NCSM is that the calculated observables converge much faster. Using
particle-attachment and particle-removal schemes, it is also possible to access nuclei with
an odd nucleon number.
In this work, we have used a new family of chiral interactions consisting of an NN inter-
actions by Entem, Machleidt and Nosyk supplemented with a non-local 3N interaction,
which is optimized with respect to the ground-state energy of oxygen and the triton
binding energy. This family of interactions contains contributions from LO to N3LO
for different cutoffs, which enables us to compute interaction uncertainties using models
based on Bayesian statistics. Furthermore, we have quantified many-body uncertainties
to investigate the convergence behavior of different observables for a range of medium-
mass nuclei.
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We have applied the IM-NCSM to three isotopic chains, i.e., to oxygen, carbon, and neon
isotopes. We computed ground-state energies, low-lying excited states, charge radii and
electromagnetic transitions and moments. With the new family of chiral interactions we
are able to reproduce experimental results throughout all considered isotopic chains for
ground-state energies, spectra and charge radii. Especially for the neon isotopic chain,
this is a great success, since neon isotopes often show clustering and deformation, which
is not explicitly covered in the IM-NCSM.
Furthermore, we are able to describe electric B(E2) transition strengths and quadrupole
moments for the carbon chain in aggreement with the experiment, expect for 16C. For the
oxygen and neon isotopes, the IM-NCSM typically underestimates the B(E2) transition
strengths and overestimates experimental quadrupole moments. Therefore, we have
extended the IM-NCSM with a leading-order three-body approximation, which corrects
the observable transformation of the IM-SRG in the leading order of the BCH series
by taking induced three-body terms into account. We applied this approximation to
selected nuclei in the oxygen, carbon, and neon isotopic chain for ground-state energies,
spectra and B(E2) transition strengths. We found that the correction in the energy
and B(E2) transition strength is small. Therefore, the LOTC does not improve the
systematic underestimation of the B(E2) transition strength. This could be due to the
fact that the BCH series is only corrected by a leading-order contribution.
So it could be necessary to correct not only the BCH series, but also the flow evolution in
the Magnus framework. Another interesting point is that induced three-body operators
are not explicitly included in this correction, i.e., the LOTC only corrects operators
up to the two-body level by normal ordering three-body contributions on the fly. The
inclusion of three-body operators needs a derivation and implementation of a full IM-
SRG(3) framework, which is computationally very expensive. Another solution could
be to improve the existing generators of the IM-SRG. One way to achieve that is to
develop alternative decoupling patterns by decoupling the reference state in a particle-
hole scheme instead of the Nmax scheme we usually use in the IM-NCSM.
Another restriction of the IM-NCSM still results from the reference state, where the
dimension of the model space grows significantly with increasing number of nucleons.
This problem can be solved by using the IM-NCSM as a multi-reference active-space
method using for example 16O as core to reduce the model-space size of the reference-
state for sd-shell nuclei. For this, the reference-state has to be computed using a Tmax

truncation, which restricts the number of particle-hole excitations. Afterwards, the
target nucleus is decoupled in the multi-reference IM-SRG framework and finally the
post-diagonalization in the NCSM will be performed using the Tmax truncation for the
target nucleus. With this method, we will be able to access properties of heavier nuclei
like for example magnesium or even isotopes in the calcium and nickel region.
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From a practical view also other isotopic chains, like fluorine isotopes are interesting due
to the so-called oxygen anomaly, which is a shift of the neutron dripline from N = 16 to
N = 22 when going from oxygen to fluorine, in order to investigate the performance of
the new family of chiral interactions.
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A. Working Equations of the LOTC

This chapter gives an overview about the equations used in the code for the computa-
tion of the LOTC approximation for the IM-NCSM. We have mostly used intermediate
tensors for the two-body part due to computational efficiency. The intermediate tensors
are defined in chapter 6.
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)
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2,LOTC =+

9
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1v
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)
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− 9
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9
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E0,LOTC =− 9

8

∑
prtvxzqs

[
Ωptvx

(
ΩrvszO

xz
qt +ΩrzqsO

vx
tz − ΩrvqzO

xz
st − ΩvzqsO

rx
tz

)
+ Ωvxst

(
ΩprvzO

tz
qx +ΩpzqvO

rt
xz − ΩprqzO

tz
vx − ΩrzqvO

pt
xz

)]
(n̄tnvnx + ntn̄vn̄x)λ

qs
pr

(A.364)

The calculations of the LOTC are carried out after the solution of the BCH series in the
IM-SRG using NO2B truncated operators. We still use the BCH series with Ô(0) and
Ω̂(s) and add the results on top of Ô(s).
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