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1 Introduction

Nuclear structure theory plays an important role in the understanding of the atomic nucleus, e.g., by predicting the relevant experimental observables based on the fundamental theory of the strong interaction. These calculations can be of huge impact especially for the nuclear astrophysics, because a lot of nuclear data, e.g., for neutron-rich nuclei, are not reachable by experiments at the moment. Therefore, one has to use theoretical predictions to get this data for the astrophysical simulations.

For the theoretical description of an atomic nucleus one has to deal with two demanding problems. The first one is the construction of the proper nuclear interaction. The second one is the solution of the many-body eigenvalue problem $\hat{H} |\psi_n\rangle = E_n |\psi_n\rangle$, where the Hamiltonian $\hat{H}$ contains the nuclear interaction. There is a wide range of nuclear interactions from phenomenological approaches over interactions based on meson exchange theory (like the CD Bonn interaction), to interactions derived in a QCD motivated effective field theory. We will focus on the latter.

Due to the non-perturbative character of QCD in the low-energy regime it becomes very complicated to use the quarks and gluons as the underlying degrees of freedom for the nucleons, which would be the correct choice from a fundamental point of view. Therefore, the nucleons are used as effective degrees of freedom. This assumption is justified for excitation energies below the delta resonance $\Delta(1232)$ of about 300 MeV. For higher energies the nucleons have inner excitations and cannot be described as inert particles anymore.

As a consequence, the effects of the quark- and gluon-substructure of the nucleon must be subsumed in the interaction between the nucleons. To achieve this with some fundamental justification one operates in the framework of chiral effective field theory ($\chi$EFT). The chiral symmetry, a symmetry of QCD in the limit of vanishing quark masses, is spontaneously broken. The consequence is the existence of the pion as a so-called pseudo-Goldstone boson. These pions are added to the nucleons in the $\chi$EFT as fundamental degrees of freedom.

Generally, nucleon-nucleon (NN) interactions are not sufficient to describe even the low-energy states in light nuclei, although the two-body phase shifts can be reproduced exactly. Because of this one has to consider higher-order interactions, like three-body (NNN) interactions and possibly also four-body interactions. According to Weinberg, the importance of the many-nucleon force decreases with the number $m$ of involved nucleons [1, 2]. Due to this and to the fact that the computational cost rises dramatically with increasing $m$, we use NN+NNN interactions obtained from chiral effective field theory,
which provides the Hamiltonian $\hat{H}_{\chi EFT}^{NN+NNN}$. The NN+NNN interaction is constructed by using chiral perturbation theory, where one expands the nuclear potential in powers of the pion mass or momentum. In this expansion the three-body interaction appears naturally at next-to-next-to leading order (N$^2$LO). Therefore, the $\chi$EFT determines the NN and NNN interaction in a consistent manner, which is a crucial advantage of this theory. For the construction of the Hamiltonian, a two-body interaction from the N$^3$LO was used, while the three-body interaction was extracted from the N$^2$LO.

To solve the many-body eigenvalue problem we will choose a basis space which usually consists of an infinite number of many-body basis states. Since the numerical solution in such an infinite Hilbert space is impossible, one has to restrict the model space to a finite number of basis states generally by discarding high-lying basis states. Because of this truncation, effects involving basis states with high energy or momentum, like short-range correlations, are not described adequately. An improvement of the description of these effects will be achieved by the similarity renormalization group (SRG) transformation of the Hamiltonian.

The untransformed Hamiltonian including NN+NNN interactions from $\chi$EFT is provided through two- and three-body matrix elements in the harmonic oscillator basis, depending on Jacobi coordinates. For nuclear many-body calculations we need the Hamilton matrix elements in a Slater determinant basis composed of harmonic oscillator states depending on Cartesian coordinates. This basis is called the m-scheme basis. The first step will be to perform a basis transformation of the matrix elements using the techniques discussed in [3]. The implementation of this transformation is not trivial, because of the computational complexity careful optimization is necessary.

Two applications of this interaction will be discussed in this thesis. The first application of the SRG-transformed NN+NNN interaction from $\chi$EFT is in the framework of the importance truncated no-core shell model (IT-NCSM). This exact ab initio method provides an extension of the classical NCSM and expands the coverage of the NCSM into the sd-shell. The IT-NCSM method will be applied for $^4$He and $^6$Li to investigate the properties of the NN+NNN interaction from $\chi$EFT and of the SRG transformation. The second application of the SRG-transformed interaction will take place at the Hartree-Fock level. We will present the results of Hartree-Fock calculations for the ground-state energies and charge radii for a sequence of closed-shell nuclei.

This work is organized as follows. In Chapter 2 the necessity of a three-body interaction is motivated, in Chapter 3 the $\chi$EFT is discussed and the interaction we use in
this thesis is introduced. Theoretical aspects and practical implementation of the basis transformation leading to m-scheme matrix elements of the interaction are reviewed in Chapter 4. In Chapter 5 we focus on the SRG transformation and their application in three-body space. In Chapter 6 the many-body methods are introduced and in Chapter 7 the results for the SRG-transformed NN+NNN interaction from $\chi$EFT are presented. Finally, in Chapter 8 a summary and an outlook is provided.
The Significance of three-body interactions

We start with a brief motivation of the three-body (NNN) interaction, explaining its relevance and the problems occurring with its determination and application. High precision two-body interactions, e.g., the Argonne $V_{18}$ or the charge-dependent Bonn (CD-Bonn) potential, are able to describe the scattering process of two nucleons as well as the bound-state properties of the deuteron with high precision. However, in nuclear structure physics one deals with many-particle systems, which can be much larger than a two-particle system. Thus, in principle all $m$-body interactions with $2 \leq m \leq A$ might be relevant for the description of the whole of nuclear physics of an $A$-particle system. Fortunately, the strong interaction among nucleons is very short ranged, therefore, the contribution of $m$-body interactions are expected to decrease with $m$. This expectation is also confirmed by $\chi$EFT [1, 2]. We are restricted to $m$-body interactions with small $m$ and have to neglect the remaining interaction contributions, because the complexity of the physical problem increases dramatically with $m$.

Generally, this circumstance does not inhibit an adequate prediction of nuclear structure properties based on two-body (NN) interactions in a phenomenological or approximative scheme. In the past 15 years the tremendous improvement of exact ab initio methods for solving the nuclear many-body problem, such as the Green’s function Monte Carlo (GFMC) and the no-core shell model (NCSM) approaches, enable to verify the quality of a certain interaction. Figure 1 illustrates such an ab initio calculation with the GFMC approach. Obviously, even the low-energy states of light nuclei cannot be described in an adequate way with the NN interaction. The energy spectra show a sizable underbinding and the order of the states is not always reproduced correctly. The ground state of $^{10}$B is predicted as an $1^+$-state instead of a $3^+$-state. With the inclusion of the Illinois-2 three-body interaction the results improve significantly. The energies are reproduced quiet well and also the order of the states conform with experiment. There are several cases of few-body scattering and nuclear structure observables that clearly require three-nucleon forces for their microscopic explanation. Famous examples are the $A_g$ puzzle of $N – d$ scattering [4] and the ground state of $^{10}$B [5]. The results presented in Fig. 1 indicate the need of a NNN interaction.

But there are two problems arising with this approach. First, it is crucial to find a consistent way to obtain the NNN interaction with the same fundamental justification as for the NN interaction, instead of using an interaction which has no direct relation to the NN interaction and must be fitted to nuclear data. In $\chi$EFT the interaction contributions for larger particle number $m$ appear naturally from the power expansion (see Sec.
therefore, this theory provides the possibility to construct the NNN interaction in a consistent way to the NN interaction. The second problem occurring from the consideration of the NNN interaction is that the complexity of the matrix-element treatment increases. In this thesis we provide a solution of these two problems by using an interaction of $\chi$EFT and presenting the techniques to handle the NNN interaction contributions.

Figure 1: **Energy calculation with two- and three-body forces** [6]: The figure shows the low-energy states for light nuclei obtained with the two-body (blue) and two- plus three-body (yellow) Green’s function Monte Carlo (GFMC) calculations. The experimental energies are indicated by the green bars. The two-body interaction is the Argonne $V_{18}$ potential and the three-body part is the Illinois-2 interaction.
3 Basics of chiral effective field theory ($\chi$EFT)

In the 1950s there were many attempts to derive the nuclear interaction within the pion-exchange theories, but these attempts failed because the chiral symmetry was not taken into account [7]. The $\chi$EFT uses the pions and nucleons as internal degree of freedom and no heavy mesons and nucleon resonances. Besides, it considers chiral symmetry and establishes a connection to QCD, providing an interaction with a comparable explanatory power as phenomenological high-precision potentials like Argonne V18 and CD-Bonn. First, we discuss chiral symmetry. Second, we briefly describe the idea of the chiral perturbation theory and finally, we describe the procedure to obtain the matrix elements from $\chi$EFT having a closer look at the power counting and parameter dependency.

3.1 Chiral symmetry

We start by investigating symmetries in general. One big advantage of the Lagrangian formulation is that symmetries lead to conserved quantities, so called currents. For example let us consider a transformation $\Phi \to \Phi + \delta\Phi$ which conserves the Lagrangian

$$L(\Phi + \delta\Phi) = L(\Phi),$$

$$\Rightarrow 0 = L(\Phi + \delta\Phi) - L(\Phi) = \delta L = \frac{\partial L}{\partial \Phi} \delta\Phi + \frac{\partial L}{\partial (\partial_\mu \Phi)} (\partial_\mu \delta\Phi),$$

Using the equation of motion $\frac{\partial L}{\partial \Phi} = \partial_\mu \frac{\partial L}{\partial (\partial_\mu \Phi)}$ one obtains

$$0 = \partial_\mu \left( \frac{\partial L}{\partial (\partial_\mu \Phi)} \delta\Phi \right),$$

so that the current $J^\mu = \frac{\partial L}{\partial (\partial_\mu \Phi)} \delta\Phi$ is conserved. If the symmetry is explicitly broken in the Lagrangian, we can divide it into two parts $L = L_0 + L_1$, where $L_0$ is the symmetric part of the Lagrangian with respect to the symmetry transformation and $L_1$ is the symmetry breaking part. Performing the above calculation again one gets

$$\delta L = \delta L_1 = \partial_\mu J^\mu \neq 0.$$

This means the current $J^\mu$ is not conserved anymore. After these general remarks we now concentrate on the idea of chiral symmetry [8] in QCD.
First of all, we consider the Lagrangian of free massless fermions

\[ \mathcal{L} = i \sum_j \bar{\psi}_j \gamma^\mu \partial_\mu \psi_j , \]  

(4)

where the index \( j \) refers to the different flavors, in our case of the up- and the down-quark. Therefore, we can reformulate our Lagrangian

\[ \mathcal{L} = i \bar{\psi}_u \gamma^\mu \partial_\mu \psi_u + i \bar{\psi}_d \gamma^\mu \partial_\mu \psi_d = i \bar{\psi} \gamma^\mu \partial_\mu \psi . \]  

(5)

In the last step we switched to an isospinor notation for the fermions, with \( \psi = \begin{pmatrix} \psi_u \\ \psi_d \end{pmatrix} \).

Let us have a look at the transformations of the chiral symmetry, also called \( SU(2)_V \times SU(2)_A \) symmetry:

- **The vector transformation** \( \Lambda_\nu (\vec{\Theta}) \)

\[
\psi \rightarrow e^{-i \vec{\tau} \vec{\Theta}} \psi \simeq \left( 1 - i \frac{\vec{\tau}}{2} \vec{\Theta} \right) \psi \\
\Rightarrow \bar{\psi} \rightarrow \bar{\psi} e^{i \vec{\tau} \vec{\Theta}} \simeq \bar{\psi} \left( 1 - i \frac{\vec{\tau}}{2} \vec{\Theta} \right),
\]

(6)

where the absolute value of the rotation angles \( \vec{\Theta} \) is infinitesimally small and \( \vec{\tau} \) refers to the Pauli isospin matrices. Under this transformation the Lagrangian (5) is invariant and one obtains the vector-current

\[ V^\alpha_\mu = \bar{\psi} \gamma_\mu \frac{\tau^\alpha}{2} \psi , \]

which is a conserved Noether current.

- **The axial transformation** \( \Lambda_A (\vec{\Theta}) \)

\[
\psi \rightarrow e^{-i \gamma_5 \vec{\tau} \vec{\Theta}} \psi \simeq \left( 1 - i \gamma_5 \frac{\vec{\tau}}{2} \vec{\Theta} \right) \psi \\
\Rightarrow \bar{\psi} \rightarrow \bar{\psi} e^{-i \gamma_5 \vec{\tau} \vec{\Theta}} \simeq \bar{\psi} \left( 1 - i \gamma_5 \frac{\vec{\tau}}{2} \vec{\Theta} \right). \]

(7)

The Lagrangian (5) is also invariant under the axial transformation \( \Lambda_A \) and one
obtains the conserved axial current

\[ A_\mu^a = \bar{\psi} \gamma_\mu \gamma_5 \sigma^a \psi. \] (8)

Now we introduce a mass term \( \mathcal{L}_1 = -m(\bar{\psi}\psi) \) in the Lagrangian (5), i.e.

\[ \mathcal{L} = i\bar{\psi}_d \partial_\mu \psi_u + i\bar{\psi}_u \partial_\mu \psi_d = i\bar{\psi} \partial_\mu \psi - m(\bar{\psi}\psi). \] (9)

\( \mathcal{L}_1 \) is invariant under vector transformations \( \Lambda_V \), but not under axial transformations \( \Lambda_A \). Therefore, \( \Lambda_A \) is not a good symmetry if the fermions (quarks) have a finite mass. But one can regard \( \Lambda_A \) as an approximate symmetry, because the quark masses (5 – 10 MeV) are small in comparison to the relevant energy scale of QCD (\( \Lambda_{QCD} \approx 200 \) MeV). This is the basis of the so-called partially conserved axial current hypothesis (PCAC).

An interesting point is the application of the upper transformation to meson states

pion-like states: \( \vec{\pi} = i\bar{\psi} \vec{\tau} \gamma_5 \psi \), \( \sigma \)-like states: \( \sigma = \bar{\psi}\psi \),
\[ \rho \]-like states: \( \vec{\rho}_\mu = \bar{\psi} \gamma_\mu \psi \), \( a_1 \)-like states: \( \vec{a}_1 \mu = \bar{\psi} \gamma_\mu \gamma_5 \psi \), (10)

where the meson states are given as quark fields, which carry the quantum numbers of the corresponding meson. The vectors again indicate the iso-vector nature of the meson states, this means the states transform like vectors under isospin rotations. The index \( \mu \) indicates that the states transform like vectors under Lorentz transformation.

Performing the vector transformations for the pion-like state in (11), e.g., one can identify \( \Lambda_V \) with the isospin rotation

\[ \vec{\pi} \xrightarrow{\Lambda_V} \vec{\pi} + \vec{\Theta} \times \vec{\pi}. \] (11)

The axial transformation rotates the pion and \( \sigma \)-meson into each other

\[ \vec{\pi} \xrightarrow{\Lambda_A} \vec{\pi} + \vec{\Theta}\sigma, \]
\[ \sigma \xrightarrow{\Lambda_A} \sigma + \vec{\Theta} \vec{\pi}. \]

Similarly \( \Lambda_A \) mixes \( \rho \)-meson and \( a_1 \)-meson states

\[ \vec{\rho}_\mu \xrightarrow{\Lambda_A} \vec{\rho}_\mu + \vec{\Theta} \times \vec{a}_1. \]
If $\Lambda_A$ is considered as approximate symmetry of the QCD Hamiltonian, states which are rotated into each other by this transformation must have approximately the same eigenvalue, i.e. the same mass. However, for the $\rho$-meson $m_\rho = 770$ MeV and the $a_1$-meson $m_{a_1} = 1260$ MeV this is obviously not the case. Therefore, it seems as if chiral symmetry is not a symmetry of QCD. On the other hand one can show that the weak pion decay is approximately consistent with a (partially) conserved axial-vector current in the case of small pion mass compared to the nucleon mass. Furthermore, chiral symmetry predicts the pion-nucleon coupling constant, deduced from the so called Goldberger-Treiman relation, in good agreement with the experimental coupling constant from pion-nucleon scattering.

The solution to these contradictions is the spontaneous breaking of the axial symmetry. One speaks of a spontaneous symmetry breaking if the Hamiltonian exhibits a symmetry, which is not realized by the ground state. A consequence of this spontaneous symmetry breaking is the existence of so-called massless Goldstone bosons, which are represented by the pion in the two flavor sector. The pions are not exactly massless as it would be the case for massless up- and down-quarks, but they are light in comparison to other hadrons. Due to this the pions are sometimes called pseudo-Goldstone bosons. Low-energy or -temperature hadronic processes\(^1\) are dominated by pions. This property is exploited in chiral perturbation theory ($\chi$PT) [1].

### 3.2 Principle of chiral perturbation theory ($\chi$PT)

QCD is the established theory of the strong nuclear interaction, providing precise predictions for the high-energy regime. This is due to the asymptotic freedom of QCD, allowing the application of perturbation theory for this regime. But in the low-energy domain the growing of the coupling constant and the corresponding confinement of quarks and gluons destroy the convergence of the perturbation series. Therefore, a new concept is needed to describe low-energy nuclear interactions.

The main idea of chiral perturbation theory ($\chi$PT) (see also [9]) is that at low energies the dynamics is controlled by the lightest particles, the pions, and the chiral symmetry of the QCD. \(S\)-matrix elements, i.e. scattering amplitudes, are expanded in Taylor-series of pion-momenta or masses, which is consistent with chiral symmetry. Such an expansion

\(^1\)At high temperature or densities, one expects a chiral restored phase, that means chiral symmetry is not spontaneously broken anymore and the pion looses its identity as a Goldstone boson, i.e. the pion will become massive if it exists [8]. One of the major goals of the ultra-relativistic heavy ion program is to create and identify such a phase in the laboratory.
is valid until one encounters a resonance, like the one of the $\rho$-meson. In $\chi$PT one takes the Lagrangian containing the terms which exhibit chiral symmetry and constructs an effective Lagrangian from chiral perturbation theory by expanding in a Taylor-series of pion-momenta or masses up to a certain order. The details of the QCD dynamics, which are not fixed by the symmetry are defined by low-energy constants (LECs) contained in the expansion coefficients. At some future time these LECs will need to be determined from Lattice Gauge calculations, but for now they must be obtained by fitting to experimental data. To the considered order the resulting effective Lagrangian should be equivalent to the full QCD Lagrangian. But $\chi$PT is not a perturbation theory in usual sense, because it does not perform an expansion in powers of the QCD-coupling constant. To generate a pion, infinite orders of QCD-coupling constants are needed. Therefore, it is a non-perturbative method. $\chi$PT represents a power expansion of scattering amplitudes.

### 3.3 LECs, power counting and matrix element production

Weinberg showed in the chiral perturbation scheme [1], that one can expand the nuclear potential in terms of $\left(\frac{Q}{\Lambda_\chi}\right)^\nu$, where $Q$ denotes the momentum or mass of the pion, $\Lambda_\chi \approx 1\text{ GeV}$ is the chiral symmetry breaking scale and $\nu$ is the order. The number of contributing terms for a given order is finite and calculable. The terms with $\nu = 0$ are called the leading order (LO), the terms with $\nu = 1$ vanish, the terms with $\nu = 2$ the next-to-leading order (NLO), $\nu = 3$ are the next-to-next-to-leading order ($N^2\text{LO}$) and so on. In Fig. 2 the terms up to ($N^3\text{LO}$) are listed. One can see that with increasing order $\nu$, also the particle number of the interaction increases. Due to the fact that the terms with higher $\nu$ become less important, one can reason that also the importance of the interaction decreases with the increased irreducible particle number.

Before we discuss the three-body (NNN) interaction matrix elements from $\chi$EFT we first have a look at the two-body (NN) interaction. As shown in [7] the NLO or $N^2\text{LO}$ two-body interaction is not sufficient to describe the nucleon-nucleon scattering data below 290 MeV. Therefore, we will use the $N^3\text{LO}$ potential for the two-body interaction from [7] with 29 LECs fitted to np data. With this potential one obtains a high precision description of the np data with an accuracy comparable to the Argonne V18 potential. Since there are expressions in the terms of the $\chi$EFT interaction, which are only meaningful for momenta below a certain scale, the expressions have to be regularized. There
Figure 2: **Hierarchy of nuclear forces in $\chi$EFT [11]**: The interaction potential terms up to the $N^3$LO are dedicated to the particle number of the interaction. The dashed lines represent pions and the solid lines nucleons. The small dots, large solid dots, solid squares and solid diamond denote different vertices.
Figure 3: **N^2LO terms of the NNN interaction potential[11]**: The term on the left corresponds to the two-pion exchange depending on the LECs $c_1, c_3, c_4$ also contained in the NN interaction. In the middle we see the one-pion plus two-nucleon contact term depending on $c_D$ and on the right the three-nucleon contact term depending on $c_E$.

are different choices for this regulator function and in our case we use

$$F[q^2; \Lambda] = \exp\left(-\frac{q^{2n}}{\Lambda^{2n}}\right)$$  \hspace{1cm} (12)

depending on the momentum transfer $q$ and the cutoff $\Lambda$. For the N^3LO two-body interaction one has to chose $n=3$ and for the N^2LO three-body interaction $n=2$. One of the major advantages of $\chi$EFT is that one can construct the NNN interaction in a consistent way. One has to use the same LECs of the NN potential which also appear in the NNN potential and also the regulator function has to be chosen consistently. Up to now the NNN interaction matrix elements are only available from the N^2LO, leaving an inconsistency in the many-body calculation when combined with the NN force at N^3LO. Except for two LECs, $c_D$ and $c_E$, this NNN interaction is completely defined by the parameters of the NN interaction at N^3LO.

In the following, we concentrate on the N^2LO NNN interaction. To produce matrix elements from $\chi$EFT one has to overcome two challenges. First, one has to calculate the operator expressions [10] of the diagrams in Fig. 3. One ends up with three operators depending on a number of LECs. The first term with the two-pion exchange depends on the LECs $c_1, c_2$ and $c_3$ already fitted by the N^3LO NN interaction. But the parameters $c_D$ of the one-pion exchange plus two-nucleon contact term and $c_E$ of the three-nucleon contact term are not contained in the NN interaction. The procedure for the second task, the calculation of the matrix elements [12] from the operators, is the following. One inserts a regulator function to regularize the momentum integrals. As mentioned above, there are different regulator choices, where we used a regulator depending on the momentum transfer with the cutoff $\Lambda = 500$ MeV. After some non-trivial calculation
one obtains an expression for the matrix elements depending on $c_D$ and $c_E$. For the calculations in the second task, the Jacobi states emerge as an appropriate basis. This is why we will deal with matrix elements in Jacobi representation in Sec. 4. What is left is to fit the two LECs to $A \geq 3$ nuclei observables. In our case we adopt the LECs proposed in Ref. [13]. They performed a fit to the binding energies of the $A = 3$ nuclei ($^3\text{He}, ^3\text{H}$) and the Triton half-life. The fit to the binding energies leads to a curve in the $c_D - c_E$ plane, plotted in Fig. 4. Next they searched the values of the LECs on this trajectory for which the half-life of Triton is reproduced in the best way. From this fit they obtained $c_D = -0.2$ and $c_E = -0.205$.

Note that there are other choices for the regulator and for the $c_D$ and $c_E$ fit leading to different interactions, for example the one used in [14], which differs to some extent to our interaction (used in [15, 16]) in the description of the mid-$p$-shell nuclei [12].

Figure 4: **Fit of the LECs $c_D$ and $c_E$ [13]**: Shown are the fits for $c_D$ and $c_E$ to the binding energies of $^3\text{H}$ (red curve) and $^3\text{He}$ (blue curve), as well as the average of both fits (black curve). The dotted lines show the regions of the error bars related to the fit of both LECs to the half-life of Triton.
Moreover, let us assume that the NN interaction from N^3LO is sufficient as indicated by the high-precision description of nucleon-nucleon scattering. We still have an incomplete interaction, because only the N^2LO is considered for the NNN part and in addition, there are also interaction contributions involving more than three particles. This incompleteness can be absorbed by a phenomenological fit of the parameters c_D and c_E. But it is also possible that one has to choose different parameter sets for different mass regions. Owing to this, one has to explore different choices of the NNN interaction. This is why we plan to investigate the c_D and c_E dependence in the future.
4 Transformation: Jacobi coordinates to m-scheme

The interaction from $\chi$EFT (Chapter 3) is provided by a code [17] of Petr Navrátil in form of matrix elements in an antisymmetrized basis of three-body Jacobi coordinates. For the many-body calculation we will use matrix elements in the m-scheme, therefore, we have to perform a non-trivial basis transformation to get these matrix elements. In the following, we will discuss this transformation and some prerequisites. We start by introducing the two involved basis sets and some mathematical techniques to perform the transformation before we discuss the formal transformation and the implementation in C/C++.

4.1 Jacobi coordinates

The Jacobi coordinates $\vec{\xi}_i$ provide an alternative to the single-nucleon coordinates $\vec{r}_i$. Both coordinates can be converted into each other by an orthogonal transformation. We work in the isospin formalism and consider nucleons with the same mass $m$. There is no unique set of Jacobi coordinates, but a number of different sets. For this thesis the following choice will be used [18]

$$\vec{\xi}_0 = \sqrt{\frac{1}{A}}[\vec{r}_1 + \vec{r}_2 + ... + \vec{r}_A], \quad (13)$$

$$\vec{\xi}_n = \sqrt{\frac{n}{n+1}}\frac{1}{n}[(\vec{r}_1 + \vec{r}_2 + ... + \vec{r}_n) - \vec{r}_{n+1}], \quad (14)$$

with $n = 1, 2, ..., A - 1$ and where $A$ is the number of nucleons of the many-body state one wants to describe.

We are only interested in two- and three-particle states, therefore, we only need the Jacobi coordinates $\vec{\xi}_0, \vec{\xi}_1$ for two particles and also $\vec{\xi}_2$ for three particles. For a three-particle state one obtains the Jacobi coordinates

$$\vec{\xi}_0 = \sqrt{\frac{1}{3}}[\vec{r}_1 + \vec{r}_2 + \vec{r}_3], \quad (15)$$

$$\vec{\xi}_1 = \sqrt{\frac{1}{2}}[\vec{r}_1 - \vec{r}_2], \quad (16)$$

$$\vec{\xi}_2 = \sqrt{\frac{2}{3}}\frac{1}{2}[(\vec{r}_1 + \vec{r}_2) - \vec{r}_3], \quad (17)$$

which are illustrated in Fig. 5. In the chosen set of Jacobi-coordinates $\vec{\xi}_0$ (see Eq. 13) depends on the number of particles, because it is related to the center of mass of the
Figure 5: **Jacobi coordinates for three particles**: Top left the Cartesian coordinates are shown. The other three pictures show the construction of the Jacobi coordinates $\vec{\xi}_0$ (top right), $\vec{\xi}_1$ (bottom left) and $\vec{\xi}_2$ (bottom right) out of the Cartesian coordinates. The Jacobi coordinates are constructed by linear combinations of the Cartesian coordinates, indicated by the dotted vectors, which have to be multiplied by certain factors, according to Eq. (15), (16) and (17).

whole system, i.e., it is parallel to the center-of-mass vector. The Jacobi coordinate $\vec{\xi}_1$ is related to the relative coordinate of the first two particles and $\vec{\xi}_2$ to the relative coordinate of the third particle with the center of mass of the first two particles.

Now, after having introduced the Jacobi coordinates we consider the meaning of these coordinates for our quantum mechanical state. Our many-body basis consists of single-particle harmonic oscillator states. We use a single-particle state of the form $|nlm\rangle \otimes |s = \frac{1}{2} m_s\rangle \otimes |t = \frac{1}{2} m_t\rangle$, where the orbital angular momentum and the spin can be coupled with each other. The choice of the coordinates only has an influence on the spatial part. It is characterized by the radial quantum number $n$, the quantum number $l$ of the orbital angular momentum and the quantum number $m$ corresponding to the $z$-axis projection of the orbital angular momentum. All these quantum numbers depend on the choice of the coordinate system. For instance, an orbital angular momentum in classical analogy $\vec{l} = \vec{r} \times \vec{p}$ depends on the underlying coordinate system and this holds true for the corresponding quantum numbers as well.
The matrix elements of the $\chi$EFT interaction are given in the basis \{\ket{n_{cm}\ell_{cm}}|EiJT\}\textsuperscript{JM}, which will be introduced in Sec. 4.5. However, the state \{\ket{n_{cm}\ell_{cm}}|EiJT\}\textsuperscript{JM} can be expanded in the following three-body basis depending on Jacobi coordinates
\[\{\ket{n_{cm}\ell_{cm}}|\alpha\}\}\textsuperscript{JM} = \{\ket{n_{cm}\ell_{cm}}|[\alpha]_1^2, [\alpha]_2^3, [\alpha]_3^A]_J, [\alpha]_1^2, [\alpha]_2^3, [\alpha]_3^A}_T\textsuperscript{JM}\],
(18)
where $n_{cm}\ell_{cm}$ are the quantum numbers corresponding to the Jacobi coordinate $\vec{\xi}_0$ to $n_{12}l_{12}$ and $n_{3}l_{3}$ to $\vec{\xi}_2$. A more detailed description of these states will be given in Sec. 4.5. The advantage of the so-called Jacobi basis (18) is that the intrinsic part $|\alpha\rangle$ decouples from the center-of-mass part $|n_{cm}\ell_{cm}\rangle$, which is not relevant for the interaction. Besides, the basis dimension up to a given energy becomes small compared to the m-scheme and the angular momentum is a good quantum number. For the antisymmetrized Jacobi basis \{\ket{n_{cm}\ell_{cm}}|EiJT\}\textsuperscript{JM} [14] the basis dimension up to a given energy becomes even smaller. But these bases are not very useful in many-body calculations (Chap. 6).

### 4.2 The m-scheme

The m-scheme basis is an antisymmetrized many-body basis consisting of harmonic-oscillator single-particle states, with quantum numbers defined with respect to single-particle coordinates. In this basis the orbital angular momentum $l_i$ and the spin $s_i$ of each particle are coupled to the angular momentum $j_i$

\[|j_1m_1t_1m_t; j_2m_2t_2m_t; \ldots; j_Am_At_Am_t\rangle = \sqrt{A!}\hat{A} |j_1m_1t_1m_t\rangle \otimes |j_2m_2t_2m_t\rangle \otimes \ldots \otimes |j_Am_At_Am_t\rangle,\]
(19)

where $\hat{A}$ is the antisymmetrizer.

In this basis the quantum numbers $M_J = m_1 + m_2 + \ldots + m_A$ and $M_T = m_t_1 + m_t_2 + \ldots + m_t_A$ are the only good quantum numbers of the many-body basis state. Although the angular momentum is not a good quantum number in this basis, this basis is more convenient for the many-body calculations. Therefore, we will further perform many-body calculations in the m-scheme.
4.3 Coupling and coordinate-transformation formulas

One of the main challenges we will deal with is the transformation of matrix elements from the Jacobi basis (18) to the m-scheme (19). Therefore, several technical formulas will be used which are introduced in this section.

4.3.1 6-j symbols

The Wigner 6-j symbols are related to the coefficients of transformations between different coupling schemes of three angular momenta. Let us consider the state \(|(j_1,j_2,j_12,j_3)_{jm}\rangle\), where \(j_1\) and \(j_2\) couple to \(j_{12}\) and \(j_{12}\) couples with \(j_3\) to \(j\). If one wants to transform this state into another coupling scheme like \(|(j_1,j_2,j_3)_{j_{23}}j_{jm}'\rangle\), one has to insert the identity operator in the basis of the new coupling scheme which yields the coefficients \(\langle|(j_1,j_2,j_12,j_3)_{jm}|(j_1,j_2,j_{13})_{j_{23}}j_{jm}'\rangle\) which can be calculated from 6-j symbols.

The 6-j symbols are defined by the relations [19]

\[
\langle|(j_1,j_2,j_12,j_3)_{jm}|(j_1,j_2,j_{12})_{j(j_{13},j_{23})}j_{jm}'\rangle = \delta_{jj'} \delta_{mm'} (-1)^{j_1+j_2+j_3+j_{12}^2} \hat{j}_{12}\hat{j}_{23}, \quad (20)
\]

\[
\langle|(j_1,j_2,j_12,j_3)_{jm}|(j_1,j_13,j_{12},j_{23})_{j_{jm}}\rangle = \delta_{jj'} \delta_{mm'} (-1)^{j_1+j_2+j_3+j_{12}^2} \hat{j}_{12}\hat{j}_{13}, \quad (21)
\]

\[
\langle|(j_1,j_2,j_{13},j_3)_{jm}|(j_1,j_{13},j_{23})_{j_{jm}}\rangle = \delta_{jj'} \delta_{mm'} (-1)^{j_1+j_2+j_{13}^2} \hat{j}_{13}\hat{j}_{23}, \quad (22)
\]

with \(\hat{j} = \sqrt{2j+1}\).

It is important to note that the total angular momenta quantum numbers \(j, j'\) and the corresponding projections \(m, m'\) must be equal. The 6-j symbols can be chosen to be real, therefore, one can swap the bra and the ket and obtains the same result. For further symmetry relations see [19].
4.3.2 9-j symbols

The Wigner 9-j symbols (also called Fano coefficients) are related to the transformation coefficients of different coupling schemes of four angular momenta. They are defined by the relations [19]

\[
\langle [j_1 j_2] j_{12} | [j_3 j_4] j_{34} | j m \rangle | [j_1 j_3] j_{13} | [j_2 j_4] j_{24} | j' m' \rangle = \delta_{jj'} \delta_{mm'} \hat{j}_{12} \hat{j}_{13} \hat{j}_{24} \hat{j}_{34} \hat{j}_{14} \hat{j}_{23} \hat{j} \tag{23}
\]

\[
\langle [j_1 j_2] j_{12} | [j_4 j_3] j_{34} | j m \rangle | [j_1 j_4] j_{14} | [j_2 j_3] j_{23} | j' m' \rangle = \delta_{jj'} \delta_{mm'} (-1)^{j_3 + j_4 - j_{34}} \hat{j}_{12} \hat{j}_{14} \hat{j}_{23} \hat{j}_{24} \hat{j}_{34} \hat{j}_{14} \hat{j}_{23} \hat{j} \tag{24}
\]

\[
\langle [j_1 j_3] j_{13} | [j_2 j_4] j_{24} | j m \rangle | [j_1 j_4] j_{14} | [j_2 j_3] j_{23} | j' m' \rangle = \delta_{jj'} \delta_{mm'} (-1)^{j_3 - j_4 + j_{23}} \hat{j}_{13} \hat{j}_{14} \hat{j}_{23} \hat{j}_{24} \hat{j}_{14} \hat{j}_{23} \hat{j} \tag{25}
\]

with \( \hat{j} = \sqrt{2j + 1} \).

Because the 9-j symbols can be chosen to be real, one can swap the bra and the ket without changing the result. The angular momenta in a row and column of the 9-j symbol fulfill the triangular condition, where the right angular momentum in a row and the lower angular momentum in a column are the coupled angular momenta. The 9-j symbols are invariant under even permutations of columns or rows as well as under transposition. Odd permutations of rows or columns produce a phase factor \((-1)^R\), where \(R\) is the sum of all angular momenta in the symbol. For further symmetry relations see [19].

There are different ways to calculate the 9-j symbols. One is to express them by 6-j
This is how we will implement the 9-j symbols.

4.3.3 Harmonic-oscillator brackets (HOBs)

If one wants to transform between harmonic-oscillator states with quantum numbers defined with respect to different coordinate systems, one can use the harmonic-oscillator brackets or also called Talmi-Moshinsky coefficients. We will call such a transformation, therefore, Talmi-transformation. The HOBs are the scalar product of the spatial part of two two-body states with quantum numbers defined with respect to different coordinate systems. The angular orbital momenta of each state have to be coupled.

In this thesis we will use the HOBs defined by Kammuntavičius [20]

$$\langle\langle NL, nl|n_1l_1, n_2l_2; \Lambda\rangle\rangle_d .$$

with the HOB $$\langle\langle NL, nl|n_1l_1, n_2l_2; \Lambda\rangle\rangle_d .$$ The orbital angular momenta $$l_1, l_2$$ and $$L, l$$ couple to $$\Lambda$$ with projection $$\lambda$$. Note Eq. (27) is not written in coordinate representation, the coordinate vectors $$\vec{r}_1, \vec{r}_2, \vec{R}_1$$ and $$\vec{r}$$ indicate that the radial and the orbital angular momentum quantum numbers $$n_1, l_1, n_2, l_2, N, L$$ and $$n, l$$ are defined with respect to this coordinate.

The corresponding coordinate-transformation matrix reads

$$\begin{pmatrix} \vec{R} \\ \vec{r} \end{pmatrix} = \begin{pmatrix} \sqrt{\frac{1}{1+d}} & \sqrt{\frac{1}{1+d}} \\ \sqrt{\frac{1}{1+d}} & -\sqrt{\frac{d}{1+d}} \end{pmatrix} \begin{pmatrix} \vec{r}_1 \\ \vec{r}_2 \end{pmatrix} .$$

(28)
The parameter $d$ defines the type of coordinate transformation. There are three useful symmetry relations and the fact that the HOBs are real, yielding

$$
\langle\langle n_1 l_1, n_2 l_2 | N L, n l; \Lambda \rangle\rangle_d = \langle\langle N L, n l | n_1 l_1, n_2 l_2; \Lambda \rangle\rangle_d,
$$

(29)

$$
= (-1)^{l_2 - L} \langle\langle n_2 l_2, n_1 l_1 | n l, N L; \Lambda \rangle\rangle_d,
$$

(30)

$$
= (-1)^{L - \Lambda} \langle\langle n_2 l_2, n_1 l_1 | N L, n l; \Lambda \rangle\rangle_d^{\frac{1}{4}},
$$

(31)

$$
= (-1)^{l_1 - \Lambda} \langle\langle n_1 l_1, n_2 l_2 | n l, N L; \Lambda \rangle\rangle_d^{\frac{1}{4}}.
$$

(32)

For further symmetry relations see [21]. All symmetry relations can be obtained by analogous derivations. Hence, we will only perform the derivation for one of these relations. First, we insert an identity operator in coordinate representation

$$
\langle\langle N L (\vec{R}), n l (\vec{r}) | n_1 l_1 (\vec{r}_1), n_2 l_2 (\vec{r}_2); \Lambda \rangle\rangle_d = \frac{1}{2\Lambda + 1} \sum_{\lambda} \int \int d^3 r_1 d^3 r_2 \left\{ \phi_{n_1 l_1} (\vec{r}_1) \otimes \phi_{n_2 l_2} (\vec{r}_2) \right\}_{\Lambda \lambda}^\dagger \left\{ \phi_{N L (\vec{R})} \otimes \phi_{n l (\vec{r})} \right\}_{\Lambda \lambda} ,
$$

(33)

with a shorthand notation for the coupled wave functions

$$
\left\{ \phi_{n_1 l_1} (\vec{r}_1) \otimes \phi_{n_2 l_2} (\vec{r}_2) \right\}_{\Lambda \lambda} = \sum_{m_1 m_2} c \left( \begin{array}{c} l_1 \\ m_1 \\ l_2 \\ m_2 \end{array} \right) \phi_{n_1 l_1 m_1} (\vec{r}_1) \phi_{n_2 l_2 m_2} (\vec{r}_2),
$$

where $\phi_{n l m}(\vec{r})$ are the orthonormalized harmonic-oscillator functions [20]. The factor $\frac{1}{2\Lambda + 1}$ results from the fact that the HOBs are independent of the projection quantum number $\lambda$.

In addition, we recognize that the same transformation matrix combines the coordinates in the following way

$$
\begin{pmatrix}
-\vec{r}_1 \\
\vec{R}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\frac{d}{1+d}} & \sqrt{\frac{1}{1+d}} \\
\sqrt{\frac{1}{1+d}} & -\sqrt{\frac{d}{1+d}}
\end{pmatrix} \begin{pmatrix}
\vec{r}_2 \\
-\vec{r}_1
\end{pmatrix} ,
$$

(34)
where also \( \tilde{R} = \sqrt{\frac{d}{1+d}} \tilde{r}_1 + \sqrt{\frac{1}{1+d}} \tilde{r}_2 \) and \( \tilde{r} = \sqrt{\frac{1}{1+d}} \tilde{r}_1 - \sqrt{\frac{d}{1+d}} \tilde{r}_2 \) hold true. Furthermore, it is essential that

\[
\left\{ \phi_{e_1l_1}(\tilde{r}_1) \otimes \phi_{e_2l_2}(\tilde{r}_2) \right\}_{\Lambda\Lambda} = (-1)^{l_1} (-1)^{l_1+l_2-\Lambda} \left\{ \phi_{e_2l_2}(\tilde{r}_2) \otimes \phi_{e_1l_1}(\tilde{r}_1) \right\}_{\Lambda\Lambda} ,
\]

\[
\left\{ \phi_{EL}(\tilde{R}) \otimes \phi_{d}(\tilde{r}) \right\}_{\Lambda\Lambda} = (-1)^{l} (-1)^{l+L-\Lambda} \left\{ \phi_{d}(\tilde{r}) \otimes \phi_{EL}(\tilde{R}) \right\}_{\Lambda\Lambda} .
\]

Using these relations we can rewrite Eq. (33) as

\[
\langle \langle n_1l_1(\tilde{r}_1), n_2l_2(\tilde{r}_2)|NL(\tilde{R}), nl(\tilde{r}); \Lambda \rangle \rangle_d = \frac{1}{2\Lambda + 1} \sum_{\Lambda} \int \int d^3r_1 d^3r_2 \\
\left\{ \phi_{n_2l_2}(\tilde{r}_2) \otimes \phi_{n_1l_1}(\tilde{r}_1) \right\}^\dagger \left\{ \phi_{nl}(\tilde{r}) \otimes \phi_{NL}(\tilde{R}) \right\}_{\Lambda\Lambda} (-1)^{l_2+L} \\
= (-1)^{l_2+L} \langle \langle n_2l_2(\tilde{r}_2), n_1l_1(-\tilde{r}_1)|nl(-\tilde{r}), NL(\tilde{R}); \Lambda \rangle \rangle_d \\
= (-1)^{l_2+L} \langle \langle n_2l_2, n_1l_1|nlNL; \Lambda \rangle \rangle_d .
\]

So we obtained the symmetry relation (30). In analogy the other symmetry relations can be derived.

### 4.4 Two-body Jacobi basis to m-scheme transformation

In this section we will perform the matrix-element transformation from the Jacobi basis to the m-scheme in two-body space. This transformation will be used to produce the two-body m-scheme matrix elements. Moreover, it is a good exercise in view of the transformation in the three-body space.

We aim at the transformation of the following antisymmetrized matrix element of the two-body interaction \( \hat{V}_{NN} \) to obtain the formula [22]

\[
a \langle \langle (n_1l_1, s_1)j_1, (n_2l_2, s_2)j_2)|JTM_T|\hat{V}_{NN}|(n_1l'_1, s'_1)j'_1, (n_2l'_2, s'_2)j'_2)JTM_T \rangle a = \hat{j}_1 \hat{j}_2 \hat{j}_1' \hat{j}_2' \sum_{LS\Lambda\nu} \sum_{l'_{\lambda}} \sum_{L_{j'_{\lambda}} j_{j'_{\lambda}}} \hat{L}^2 \hat{L}'^2 \hat{j}_2 \hat{j}_2' (1 - (-1)^{\lambda+S+T}) \\
\times \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \left\{ \begin{array}{ccc} l'_1 & l'_2 & L' \\ s'_1 & s'_2 & S \\ j'_1 & j'_2 & J \end{array} \right\} \left\{ \begin{array}{ccc} \Lambda & \lambda & L \\ \nu & \lambda & S \\ \lambda' & \lambda & j \end{array} \right\} \left\{ \begin{array}{ccc} \Lambda & \lambda & L' \\ \nu' & \lambda & S \\ \lambda' & \lambda & j \end{array} \right\} \\
\times \langle \langle (L, \nu, \lambda)|n_1l_1, n_2l_2; L \rangle \rangle \langle \langle (L', \nu', \lambda')|n_1l'_1, n_2l'_2; L' \rangle \rangle \\
\times \langle \langle (\nu, \lambda, S)JTM_T|\hat{V}_{NN}|(\lambda', \nu', S)jTM_T \rangle \rangle .
\]
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In Eq. (38) a coupled antisymmetric m-scheme basis
\[ \{|(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle_a\} \]
is used on the left-hand side. Note that the used interaction \( \hat{V}_{NN} \) is independent of the projection quantum numbers of the angular momenta. To obtain an expression depending on the matrix element represented in the interaction \( \hat{A} \cdot \hat{A} = \hat{A} \) of the antisymmetrizer to get antisymmetric states on the left-hand side

\[
a\langle\langle(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle|\hat{V}_{NN}|\langle\langle(n_1' l_1', s_1')j_1', (n_2' l_2', s_2')j_2'|J M_j T M_T\rangle\rangle
\]

\[= a\langle\langle(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle|\hat{V}_{NN}\sqrt{2!}\hat{A}|\langle\langle(n_1' l_1', s_1')j_1', (n_2' l_2', s_2')j_2'|J M_j T M_T\rangle\rangle (39)
\]

\[= a\langle\langle(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle|\hat{V}_{NN}\sqrt{2!}|\langle\langle(n_1' l_1', s_1')j_1', (n_2' l_2', s_2')j_2'|J M_j T M_T\rangle\rangle (40)
\]

\[= a\langle\langle(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle|\hat{V}_{NN}\sqrt{2!}|\langle\langle(n_1' l_1', s_1')j_1', (n_2' l_2', s_2')j_2'|J M_j T M_T\rangle\rangle (41)
\]

\[= \left[\langle\langle(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle - \langle\langle(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle|\hat{T}_{12}\right]
\]

\[\times \frac{\sqrt{2!}}{\sqrt{2!}}\hat{V}_{NN}|\langle\langle(n_1' l_1', s_1')j_1', (n_2' l_2', s_2')j_2'|J M_j T M_T\rangle\rangle (42)
\]

\[= \left[\langle\langle(n_1 l_1, s_1)j_1, (n_2 l_2, s_2)j_2\rangle J M_j T M_T\rangle
\]

\[\times \frac{(-1)^{j_1+j_2-j}}{\sqrt{2!}}\langle\langle(n_2 l_2, s_2)j_2, (n_1 l_1, s_1)j_1\rangle J M_j T M_T\rangle
\]

\[\times \hat{V}_{NN}|\langle\langle(n_1' l_1', s_1')j_1', (n_2' l_2', s_2')j_2'|J M_j T M_T\rangle\rangle (43)
\]

To obtain (40) we used the commutator relation \( [\hat{V}_{NN}, \hat{A}] = 0 \) and in (41) the projection property \( \hat{A} \cdot \hat{A} = \hat{A} \) of the antisymmetrizer. To get (42) we insert the antisymmetrizer

\[\hat{A} = \frac{1}{A!}\sum_{p} (-1)^{p} \hat{P}^{p},\]
where $P$ is the signature of the permutation operator $\hat{P}$. Finally we apply $\hat{T}_{12}$, the transposition of particle 1 and 2, obtaining a phase factor [23].

So we have to calculate the following two terms

$$\langle (n_1 l_1, s_1) j_1, (n_2 l_2, s_2) j_2 | JM_J T M_T | \hat{V}_{NN} | [(n_1' l_1', s_1') j_1', (n_2' l_2', s_2') j_2'] JM_J T M_T \rangle,$$  \hspace{1cm} (44)

$$(-1)^{j_1 + j_2 - J} (-1)^{T-1} \langle [(n_2 l_2, s_2) j_2, (n_1 l_1, s_1) j_1] JM_J T M_T | \hat{V}_{NN} \times | [(n_1' l_1', s_1') j_1', (n_2' l_2', s_2') j_2'] JM_J T M_T \rangle.$$

Due to the length of the formulas we will only transform the bra states of these two terms. The transformation will be performed stepwise by inserting an identity operator in an appropriate basis. The changes will be marked red.

**Let us concentrate now one the bra of the first term (44):**

$$\langle 1 | := \langle [(n_1 l_1, s_1) j_1, (n_2 l_2, s_2) j_2] JM_J T M_T |$$

$$= \sum_{LS} \langle [(n_1 l_1, s_1) j_1, (n_2 l_2, s_2) j_2] JM_J T M_T | [(n_1 l_1, n_2 l_2) L, (s_1 s_2) S] JM_J T M_T \rangle \times \langle [(n_1 l_1, n_2 l_2) L, (s_1 s_2) S] JM_J T M_T |.$$

In the next step we can replace the overlap in Eq. (46) by a 9-j symbol via the following relation

$$\langle [(n_1 l_1, s_1) j_1, (n_2 l_2, s_2) j_2] JM_J T m_T | [(n_1 l_1, n_2 l_2) L, (s_1 s_2) S] JM_J T M_T \rangle = \hat{L} \hat{S} \hat{j}_1 \hat{j}_2 \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\}$$

where $\hat{j} = \sqrt{2j + 1}$, leading to

$$\langle 1 | = \sum_{LS} \hat{L} \hat{S} \hat{j}_1 \hat{j}_2 \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \langle [(n_1 l_1, n_2 l_2) L, (s_1 s_2) S] JM_J T M_T |.$$

(47)
Now we expand the bra state in the Jacobi basis \( \langle (N\Lambda, \nu\lambda) L, (s_1s_2) S | J M_J \rangle \), where \( N, \Lambda \) are radial and orbital angular momentum quantum numbers corresponding to the center-of-mass coordinate and \( \nu, \lambda \) the ones corresponding to the relative coordinate. Moreover, we omit the isospin for brevity

\[
\langle 1 \rangle = \sum_{N\Lambda\nu\lambda} \sum_{LS} \sum_{L'S'} \hat{L}\hat{S}_{j_1j_2} \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \langle (n_1l_1, n_2l_2) L, (s_1s_2) S | J M_J \rangle \\
\times \langle (N\Lambda, \nu\lambda) L, (s_1s_2) S | J M_J \rangle \langle (N\Lambda, \nu\lambda) L, (s_1s_2) S | J M_J \rangle.
\]

(48)

Next, we introduce the harmonic-oscillator brackets

\[
\langle (n_1l_1, n_2l_2) L, (s_1s_2) S | J M_J \rangle \langle (N\Lambda, \nu\lambda) L, (s_1s_2) S | J M_J \rangle = \langle \langle n_1l_1, n_2l_2 | N\Lambda, \nu\lambda; L \rangle \rangle_d \\
= \langle \langle N\Lambda, \nu\lambda | n_1l_1, n_2l_2; L \rangle \rangle_d.
\]

(49) (50)

As mentioned in Sec. 4.3.3 the scalar product (49) describes a transformation of the single-particle coordinates \( \vec{r}_1 \) and \( \vec{r}_2 \) to the center-of-mass and relative coordinates \( \vec{r}_{cm} \) and \( \vec{r}_{rel} \) by the linear relation

\[
\begin{pmatrix} \vec{r}_1 \\ \vec{r}_2 \end{pmatrix} = \begin{pmatrix} \sqrt{\frac{d}{1+d}} & \sqrt{\frac{1}{1+d}} \\ \sqrt{\frac{1}{1+d}} & -\sqrt{\frac{d}{1+d}} \end{pmatrix} \begin{pmatrix} \vec{r}_{cm} \\ \vec{r}_{rel} \end{pmatrix}, \quad \text{for } d = 1.
\]

We omit the index \( d = 1 \) at the harmonic-oscillator brackets for brevity

\[
\langle 1 \rangle = \sum_{N'N\Lambda'\nu'\lambda} \sum_{N\Lambda\nu\lambda} \sum_{LS} \sum_{L'S'} \hat{L}\hat{S}_{j_1j_2} \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \langle (N\Lambda, \nu\lambda) L, (s_1s_2) S | J M_J \rangle \\
\times \langle \langle N\Lambda, \nu\lambda | n_1l_1, n_2l_2; L \rangle \rangle \langle (N\Lambda, \nu\lambda) L, (s_1s_2) S | J M_J \rangle.
\]

(51)
Now we expand the bra in the basis $\langle [N\Lambda, (\nu \lambda, S) j] JM j |$

\[
\langle 1 | = \sum_j \sum_{N' \nu' \lambda'} \sum_{L S} \sum_{N' \nu' \lambda' L' S'} \hat{L} \hat{S} \hat{j}_1 \hat{j}_2 \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \langle (N\Lambda, \nu \lambda| n_1 l_1, n_2 l_2; L) \rangle
\] (52)

\[\times \langle [(N\Lambda, \nu \lambda)L, (s_1 s_2)S] JM j | [N\Lambda, (\nu \lambda, S) j] JM j \rangle.\]

We can introduce the 6-j symbol using

\[
\langle [(N\Lambda, \nu \lambda)L, (s_1 s_2)S] JM j | [N\Lambda, (\nu \lambda, S) j] JM j \rangle = (-1)^{\lambda+\lambda+S+J} \hat{L} \hat{j} \left\{ \begin{array}{ccc} \Lambda & \lambda & L \\ S & J & j \end{array} \right\}, \tag{53}
\]

leading to

\[
\langle 1 | = \sum_j \sum_{N' \nu' \lambda'} \sum_{L S} \sum_{N' \nu' \lambda' L' S'} \hat{L} \hat{S} \hat{j}_1 \hat{j}_2 \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \langle (N\Lambda, \nu \lambda| n_1 l_1, n_2 l_2; L) \rangle
\] (54)

\[\times (-1)^{\lambda+\lambda+S+J} \hat{L} \hat{j} \left\{ \begin{array}{ccc} \Lambda & \lambda & L \\ S & J & j \end{array} \right\} \langle [N\Lambda, (\nu \lambda, S) j] JM j |. \tag{55}
\]

Now we expand the states in the basis $\langle N\Lambda m_\lambda, (\nu \lambda, S) jm_j |$ for a complete decoupling of the center-of-mass from the relative part of the states

\[
\langle 1 | = \sum_{m_\lambda, m_j} \sum_j \sum_{N' \nu' \lambda'} \sum_{L S} \hat{L} \hat{S} \hat{j}_1 \hat{j}_2 \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \langle (N\Lambda, \nu \lambda| n_1 l_1, n_2 l_2; L) \rangle
\] (55)

\[\times \langle [N\Lambda, (\nu \lambda, S) j] JM j | [N\Lambda m_\lambda, (\nu \lambda, S) jm_j \rangle \langle N\Lambda m_\lambda, (\nu \lambda, S) jm_j \rangle. \tag{55}
\]

After introducing the Clebsch-Gordan coefficients

\[
\langle [N\Lambda, (\nu \lambda, S) j] JM j | [N\Lambda m_\lambda, (\nu \lambda, S) jm_j \rangle = c \left( \begin{array}{ccc} \Lambda & j & J \\ m_\lambda & m_j & M_j \end{array} \right), \tag{55}
\]
we obtain

\[
\langle 1 \mid = \sum_{m_{\lambda}m_{j}} \sum_{j} \sum_{N_{\nu}\Lambda\lambda} \sum_{LS} \hat{L}^{2} \hat{S}_{j1}\hat{j}_{2} \hat{j} \ (-1)^{\Lambda+\lambda+S+J} c \left( \Lambda \ j \ J \ m_{\lambda} \ m_{j} \ M_{j} \right) \\
\times \left\{ l_{1} \ l_{2} \ L \ s_{1} \ s_{2} \ S \ j_{1} \ j_{2} \ J \right\} \{ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda \ \Lambda \ \lambda
We make use of the properties of the NN interaction and remark that only matrix elements between states with equal $S, j, m_j, N, \Lambda, m_\Lambda$ in the bra and ket are nonzero. Because of that we can eliminate sums over $S', j', m_{j'}, N', \Lambda'$ and $m_{\Lambda'}$ using the following condition

$$
\langle N\Lambda m_\Lambda, (\nu\lambda, S) jm_j | \hat{V}_{NN} | N'\Lambda' m'_{\Lambda'}, (\nu'\lambda', S') j'm'_{j'} \rangle
$$

$$
= \delta_{SS'} \delta_{NN'} \delta_{\Lambda\Lambda'} \delta_{m_m'_{\Lambda}} \delta_{jj'} \langle N\Lambda m_\Lambda, (\nu\lambda, S) jm_j | \hat{V}_{NN} | N\Lambda m_\Lambda, (\nu'\lambda'S') jm_j \rangle.
$$

(58)

In addition, we can use that the interaction is independent of the projection quantum numbers $M_j$ and $m_j$. Now we can apply the orthogonality relation of the Clebsch-Gordan coefficients

$$
\sum_{m_{\Lambda m_j}} c \left( \begin{array}{ccc} \Lambda & j & J \\ m_\Lambda & m_j & M_j \end{array} \right) c \left( \begin{array}{ccc} \Lambda & j & J \\ m_\Lambda & m_j & M_j \end{array} \right) = \delta_{JJ} \delta_{M JM J} = 1.
$$

(59)

Inserting both conditions and performing some reordering yields

$$
\langle [(n_1 l_1, s_1) j_1, (n_2 l_2, s_2) j_2] | \hat{V}_{NN} | [(n_1' l_1', s_1') j_1', (n_2' l_2', s_2') j_2'] \rangle
$$

$$
= \sum_{j} \sum_{N\nu\lambda} \sum_{L S} \sum_{\nu' \lambda'} \sum_{L'} \hat{L}^2 \hat{L'}^2 \hat{S}^2 \hat{\gamma}^2 \hat{\gamma}'^2 \sum_{j_1 j_2 j_1' j_2'} (-1)^{\Lambda + \lambda + S + J} (-1)^{\Lambda' + \lambda' + S + J}
$$

$$
\times \left\{ \begin{array}{lll} l_1 & l_2 & L \\
 s_1 & s_2 & S \\
 j_1 & j_2 & J \end{array} \right\} \left\{ \begin{array}{lll} l_1' & l_2' & L' \\
 s_1' & s_2' & S \\
 j_1' & j_2' & J \end{array} \right\} \left\{ \begin{array}{lll} \Lambda & \lambda & L \\
 S & J & j \end{array} \right\} \left\{ \begin{array}{lll} \Lambda & \lambda' & L' \\
 S & J & j \end{array} \right\}
$$

(60)

$$
\times \langle \langle N\Lambda, \nu\lambda | n_1 l_1, n_2 l_2; L \rangle \langle \langle N\Lambda, \nu'\lambda' | n_1' l_1', n_2' l_2'; L' \rangle \rangle
$$

$$
\times \langle N\Lambda m_\Lambda, (\nu\lambda, S) j | \hat{V}_{NN} \rangle \langle N\Lambda m_\Lambda, (\nu'\lambda', S) j \rangle.
$$

$S$ and $J$ are integer due to $s_1 = s_2 = s'_1 = s'_2 = \frac{1}{2}$ and $\Lambda$ is integer due to being an orbital angular momentum. Thus, $(-1)^{2\Lambda} = (-1)^{2S} = (-1)^{2J} = +1$ and with the consideration
of the isospin, we obtain the final expression for the first term

$$\langle (n_1l_1, s_1)j_1, (n_2l_2, s_2)j_2]JM_{T}\hat{V}_{NN}[|(n_1^\prime l_1^\prime, s_1)j_1^\prime, (n_2^\prime l_2^\prime, s_2)j_2^\prime]JM_{T}\rangle$$

$$= \sum_{j} \sum_{N\nu\Lambda} \sum_{LS} \sum_{\nu\lambda} \sum_{L'} \hat{L}^2 \hat{L}'^2 \hat{S}^2 j_1^\prime j_2^\prime j_1 j_2 (-1)^{\lambda+\lambda'}$$

$$\times \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \left\{ \begin{array}{ccc} l'_1 & l'_2 & L' \\ s'_1 & s'_2 & S \\ j'_1 & j'_2 & J \end{array} \right\} \left\{ \begin{array}{ccc} \Lambda & \lambda & L \\ S & J & j \end{array} \right\} \left\{ \begin{array}{ccc} \Lambda' & \lambda' & L' \\ S & J & j \end{array} \right\}$$

$$\times \langle \langle \langle \Lambda, \nu\lambda|n_1l_1, n_2l_2; L\rangle \langle \langle \Lambda, \nu\lambda'|n_1^\prime l_1^\prime, n_2^\prime l_2^\prime; L'\rangle \rangle \rangle$$

$$\times \langle \Lambda m_{\Lambda}, (\nu\lambda, S)jTM_T|\hat{V}_{NN}|\Lambda m_{\Lambda}, (\nu\lambda', S)jTM_T\rangle.$$

Now we aim at the bra state of the second term (45):

$$\langle 2 \rangle := (-1)^{j_1+j_2-J}(-1)^{T-1}\langle (n_1l_1, s_1)j_1, (n_2l_2, s_2)j_2]JM_{J}, (t_2t_1)TM_{T}\rangle$$

We can swap the isospin $t_1 \leftrightarrow t_2$ with no additional factors due to $t_1 = t_2 = \frac{1}{2}$. Note that we do not change a coupling order, but only rename $t_1$ and $t_2$ because they are equal. The isospin part of $\langle 1 \rangle$ and $\langle 2 \rangle$ are equal and we again omit it for brevity. The bra $\langle 2 \rangle$ is exactly the same as $\langle 1 \rangle$ except the factor $(-1)^{j_1+j_2-J}(-1)^{T-1}$ and except that the spatial and spin quantum numbers of particle 1 and 2 are swapped. So we can perform the analogous steps as above also for the bra $\langle 2 \rangle$ of the second term (45) obtaining

$$\langle 2 \rangle = (-1)^{j_1+j_2-J+T-1} \sum_{m_{\Lambda}m_j} \sum_{j} \sum_{N\nu\lambda} \sum_{LS} \hat{L}^2 \hat{S}^2 j_1^\prime j_2^\prime j_1 j_2 (-1)^{\lambda+\lambda+S+J} c \left( \begin{array}{ccc} \Lambda & j & J \\ m_{\Lambda} & m_j & M_J \end{array} \right)$$

$$\times \left\{ \begin{array}{ccc} l_2 & l_1 & L \\ s_2 & s_1 & S \\ j_2 & j_1 & J \end{array} \right\} \left\{ \begin{array}{ccc} \Lambda & \lambda & L \\ S & J & j \end{array} \right\} \langle \langle \langle \Lambda, \nu\lambda|n_2l_2, n_1l_1; L\rangle \langle \langle \Lambda, \nu\lambda'|n_1^\prime l_1^\prime, n_2^\prime l_2^\prime; L'\rangle \rangle \rangle$$

$$\times \langle \Lambda m_{\Lambda}, (\nu\lambda, S)jTM_T|\hat{V}_{NN}|\Lambda m_{\Lambda}, (\nu\lambda', S)jm_j\rangle.$$
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where have the additional factor and swapped indices in the 9-j symbol and the HOB, compared to (56). Note that in the state \( \langle NA\Lambda_m, (\nu\lambda, S)jm_j \rangle \) the coupling order of the spin \( s_1 = \frac{1}{2} = s_2 \) to \( S \) does not make a difference, because of the same argument as for the isospin part. In the next step we swap the first two columns of the 9-j symbol using the symmetry relation explained in Subsec. 4.3.2

\[
\begin{pmatrix}
  l_2 & l_1 & L \\
l_1 & l_2 & L \\
s_2 & s_1 & S \\
j_1 & j_2 & J \\
S & J & j
\end{pmatrix} = \begin{pmatrix}
  l_1 & l_2 & L \\
l_1 & l_2 & L \\
s_1 & s_2 & S \\
j_1 & j_2 & J \\
S & J & j
\end{pmatrix} \cdot (-1)^{j_1+s_1+j_1+l_2+s_2+j_2+L+S+J},
\]

and transform the HOB with the symmetry relation 31

\[
\langle\langle NA, \nu\lambda|n_2l_2, n_1l_1; L\rangle\rangle = \langle\langle n_2l_2, n_1l_1|NA, \nu\lambda; L\rangle\rangle = (-1)^{j_1}(\langle\langle n_1l_1, n_2l_2|NA, \nu\lambda; L\rangle\rangle = (-1)^{j_1}(\langle\langle NA, \nu\lambda|n_1l_1, n_2l_2; L\rangle\rangle,
\]

yielding

\[
\langle\langle NA, \nu\lambda|n_2l_2, n_1l_1; L\rangle\rangle = (-1)^{j_1+j_2-J+T-1} \sum_{m_\Lambda m_j} \sum_j \sum_{N\nu\Lambda L S} \sum_{LS} (-1)^{l_1+s_1+j_1+l_2+s_2+j_2+L+S+J} (-1)^{L-\Lambda} (-1)^{\lambda+\mu+S+J} \hat{L}^2 \hat{S} \hat{j}_1 \hat{j}_2 \hat{j} c \begin{pmatrix} \Lambda \\ j \\ J \\ m_\Lambda \\ m_j \\ M_j \end{pmatrix}
\]

\[
\times \begin{pmatrix}
  l_1 & l_2 & L \\
l_1 & l_2 & L \\
s_1 & s_2 & S \\
j_1 & j_2 & J \\
S & J & j
\end{pmatrix} \begin{pmatrix} \Lambda \\ \lambda \\ L \\ S \\ j \\ j \end{pmatrix} \langle\langle NA, \nu\lambda|n_1l_1, n_2l_2; L\rangle\rangle.
\]

Now it is time to look also on the right-hand side of the matrix element. It is exactly the same as derived above (57), so we can use again the properties of the interaction and the orthogonality relation of the Clebsch-Gordan coefficients (59) obtaining the matrix
For the individual phase factors we can use the following properties:

Thus we write down the phase factor again the result for the first term (61) derived above and our result for the second term (64).

The last thing to do is to simplify the phase factor, which is the only difference between the result for the first term (61) derived above and our result for the second term (64).

Thus we write down the phase factor again

\[
(-1)^{j_1+j_2-J+T-1} \langle \langle n_2l_2, s_2 \rangle j_2, (n_1l_1, s_1)j_1 \rangle J | \hat{V}_{NN} | \langle \langle n'_1l'_1, s'_1 \rangle j'_1, (n'_2l'_2, s'_2)j'_2 \rangle J \\
= \sum \sum \sum \sum \sum \sum \ L^2 \hat{L}^2 \hat{S}^2 \ j_1 \ j_2 \ j'_1 \ j'_2 \\
\times (-1)^{j_1+j_2-J+T-1} \langle (n_1l_1 + s_1 + j_1 + l_1) + L + S + J \rangle (-1)^{L-A} (-1)^{\lambda + \lambda'} \\
\times \left\{ \begin{array}{c} l_1 \ l_2 \ L \\ s_1 \ s_2 \ S \\ j_1 \ j_2 \ J \end{array} \right\} \left\{ \begin{array}{c} l'_1 \ l'_2 \ L' \\ s'_1 \ s'_2 \ S \\ j'_1 \ j'_2 \ J \end{array} \right\} \left\{ \begin{array}{c} \Lambda \ \lambda \ \ L \\ S \ \ J \ \ j \end{array} \right\} \left\{ \begin{array}{c} \Lambda' \ \lambda' \ \ L' \\ S \ \ J \ \ j \end{array} \right\}
\times \langle \langle NL, \nu \lambda | n_1l_1, n_2l_2; L \rangle \langle \langle NL, \nu' \lambda' | n'_1l'_1, n'_2l'_2; L' \rangle \rangle \\
\times \langle NLm_{\Lambda}, (\nu \lambda, S)j | \hat{V}_{NN} | NLm_{\Lambda}, (\nu' \lambda', S)j \rangle .
\]

The last thing to do is to simplify the phase factor, which is the only difference between the result for the first term (61) derived above and our result for the second term (64).

Thus we write down the phase factor again

\[
(-1)^{j_1+j_2-J+T-1} \langle \langle n_1l_1 + s_1 + j_1 + l_1 + L + S + J + L - A - \lambda + \lambda' \rangle (-1)^{L} (-1)^{J} \\
= (-1)^{2j_1+2j_2} (-1)^{s_1+s_2-1} (-1)^{2L+2S+2J+A-\Lambda+J-J} (-1)^{\lambda + \lambda'} (-1)^{l_1+l_2-J} (-1)^{T-S}.
\]

For the individual phase factors we can use the following properties:

- \((-1)^{2j_1+2j_2}\): Since \(j_1\) and \(j_2\) are half-integral numbers, \(2j_i\) are odd numbers and so \(2j_1 + 2j_2\) is even and the factor is equal to one.

- \((-1)^{s_1+s_2-1}\): \(s_1 = s_2 = \frac{1}{2}\) and \(s_1 + s_2 - 1 = 0\) and the factor is equal to one.

- \((-1)^{2L+2S+2J+A-\Lambda+J-J}\): \(L, S\) and \(J\) are integer and so this factor is also equal to one.

- \((-1)^{\lambda + \lambda'}\): It is a property of the interaction, that \(\lambda' = \lambda \pm 2\) and so the factor is equal to one. This can also be used in (61).
• $(−1)^{l_1+l_2−Λ}$: Here we can make use of the energy-conserving condition $2n_1 + l_1 + 2n_2 + l_2 = 2N + Λ + 2ν + λ$ and the fact that $n_1, n_2, N, ν$ are integers. Using this we find that the factor is just $(−1)^λ$.

So the overall phase factor is $(−1)^{λ+S+T}$ and the result of both terms together, considering the isospin, reads

$$a\langle[(n_1l_1,s_1)j_1,(n_2l_2,s_2)j_2]JM_T|\hat{V}_{NNN}|[(n'_1l'_1,s'_1)j'_1,(n'_2l'_2,s'_2)j'_2]JM_T\rangle_a$$

$$= \hat{j}_1\hat{j}_2\hat{j}'_1\hat{j}'_2 \sum_{L,S,L',S'} \sum_{\Lambda,\lambda}\sum_{\nu,\nu'} \hat{L}^2\hat{L'}^2\hat{j}^2\hat{j}'^2 (1 − (−1)^{λ+S+T})$$

$$\times \left\{ \begin{array}{ccc} l_1 & l_2 & L \\ s_1 & s_2 & S \\ j_1 & j_2 & J \end{array} \right\} \left\{ \begin{array}{ccc} l'_1 & l'_2 & L' \\ s'_1 & s'_2 & S' \\ j'_1 & j'_2 & J' \end{array} \right\} \left\{ \begin{array}{ccc} \Lambda & \lambda & L \\ S & J & j \end{array} \right\} \left\{ \begin{array}{ccc} \Lambda' & \lambda' & L' \\ S' & J' & j' \end{array} \right\} (66)$$

$$\times \langle(N\Lambda,\nu\lambda|n_1l_1,n_2l_2;L)\rangle \langle(N\Lambda,\nu'\lambda'|n'_1l'_1,n'_2l'_2;L')\rangle$$

$$\times \langle(\nu\lambda,S)JM_T\hat{V}_{NNN}|(\lambda'\nu',S)JM_T\rangle ,$$

as we have anticipated from Eq. (38).

### 4.5 Three-body Jacobi basis to m-scheme transformation

In this section we will derive the transformation of three-body matrix elements from the Jacobi basis to m-scheme [14]

$$\langle EJM_TM_T|\hat{V}_{NNN}|E'JM_TM_T\rangle \longrightarrow_a \langle abc|\hat{V}_{NNN}|a'b'c'\rangle . \quad (67)$$

Due to the complexity of this transformation, we divide the derivation into several sub-sections to provide a clear view.

#### 4.5.1 Simplifying the matrix element

We start with the antisymmetrized m-scheme states $|abc\rangle_a$ and transform them stepwise by inserting appropriate identity operators until we have expressed them in the antisym-
metrized Jacobi states $|EJM_{J}TM_{T}\rangle$). The state $|abc\rangle_{a}$ is given by

$$|abc\rangle_{a} = \sqrt{3!}\hat{A}|(n_{a}l_{a}, s_{a})j_{a}m_{a}t_{a}m_{t_{a}}\rangle \otimes |(n_{b}l_{b}, s_{b})j_{b}m_{b}t_{b}m_{t_{b}}\rangle \otimes |(n_{c}l_{c}, s_{c})j_{c}m_{c}t_{c}m_{t_{c}}\rangle,$$

including the center-of-mass part.

It is very important to handle the antisymmetric and non-antisymmetric spaces with great care. First, we consider the non-antisymmetric state

$$|abc\rangle = |(n_{a}l_{a}, s_{a})j_{a}m_{a}t_{a}m_{t_{a}}\rangle \otimes |(n_{b}l_{b}, s_{b})j_{b}m_{b}t_{b}m_{t_{b}}\rangle \otimes |(n_{c}l_{c}, s_{c})j_{c}m_{c}t_{c}m_{t_{c}}\rangle,$$

which we later will project on the antisymmetric space. The first step is to couple the angular momenta to a total angular momentum quantum number $J$

$$|abc\rangle = \sum_{J_{ab}M_{ab}, J_{c}M_{c}} c \left( J_{ab} \begin{array}{c} j_{a} \ j_{b} \\ m_{a} \ m_{b} \end{array} \right) \left( J_{c} \begin{array}{c} j_{c} \\ m_{c} \end{array} \right) |J_{ab}, J_{c}, J_{T}M_{T}, t_{a}m_{a}, t_{b}m_{b}, t_{c}m_{c}\rangle,$$

In the second step we use the following identity operator

$$\hat{I} = \sum_{n_{cm}l_{cm}, \alpha} \{ |n_{cm}l_{cm}\rangle \otimes |\alpha\rangle \}^{J_{M_{T}}}{\langle n_{cm}l_{cm}| \otimes \langle \alpha|}^{J_{M_{T}}},$$

where $|\alpha\rangle = |[(n_{12}l_{12}, s_{ab})j_{12}, (n_{3}l_{3}, s_{c})j_{3}]J, [(t_{a}t_{b})t_{ab}, t_{c}]T_{M}T_{T}\rangle$ is the relative part of the Jacobi state (see Eq. (18)) and the sum $\sum_{\alpha}$ denotes the sum over

$$\{n_{12}, l_{12}, s_{ab}, j_{12}, n_{3}, l_{3}, j_{3}, J, t_{ab}, T, M_{T}\}.$$

The state $|\alpha\rangle$ is antisymmetric under the exchange of particle 1 and 2, see Appendix A.1.

In the following, quantum numbers with characters as index correspond to Cartesian coordinates, while quantum numbers with integers as index correspond to Jacobi coordinates. Of course, this notation is not always strictly obeyed for intermediate quantum numbers, if angular momenta of both coordinate spaces can couple to them.

Because the states we are dealing with are coupled to $J, M_{T}$ as good quantum num-
bers, the sums over $\mathcal{J}$, $\mathcal{M}_\mathcal{J}$ vanish. Inserting (71) into (70) yields

$$|abc\rangle = \sum_{J_{ab}M_{ab} \mathcal{J} \mathcal{M}_\mathcal{J} n_{cm}\ell_{cm}} \sum_{\alpha} c \left( j_a \ j_b \ j_{ab} \ m_a \ m_b \ M_{ab} \right) c \left( J_{ab} \ j_c \ \mathcal{J} \ M_{ab} \ m_c \ \mathcal{M}_\mathcal{J} \right)$$

$$\times T \begin{bmatrix} a & b & c & J_{ab} & \mathcal{J} \\ n_{cm} & \ell_{cm} & n_{12} & l_{12} & n_3 \ l_3 \\ s_{ab} & j_{12} & j_3 & t_{ab} & T \ M_T \end{bmatrix} \left\{ |n_{cm}\ell_{cm}\rangle \otimes |\alpha\rangle \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}} ,$$

with the $T$-coefficient

$$T \begin{bmatrix} a & b & c & J_{ab} & \mathcal{J} \\ n_{cm} & \ell_{cm} & n_{12} & l_{12} & n_3 \ l_3 \\ s_{ab} & j_{12} & j_3 & t_{ab} & T \ M_T \end{bmatrix}$$

$$= \left\{ |n_{cm}\ell_{cm}\rangle \otimes \langle \alpha| \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}}$$

$$\times \left\{ \left\{ |(n_a l_a, s_a) j_a, (n_b l_b, s_b) j_b) J_{ab}, (n_c l_c, s_c) j_c) \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}}; t_a m_a t_b m_b t_c m_c \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}}$$

$$:= \left\{ |n_{cm}\ell_{cm}\rangle \otimes \langle \alpha| \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}} \left\{ \left\{ |a\rangle \otimes |b\rangle \right\}^{J_{ab}} \otimes |c\rangle \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}} .$$

The arrangement of the quantum numbers in the argument of the $T$-coefficient has no physical meaning. We will come back to the calculation of this $T$-coefficient later. Next we make use of the projection operator $\hat{P}_{\text{antisym}}$, which is equivalent to the antisymmetrizer $\hat{A}$

$$\hat{P}_{\text{antisym}} = \sum_{n_{cm}\ell_{cm}} \sum_{E \ J \ T \ M_T} \sum_{\mathcal{J} \mathcal{M}_\mathcal{J}} \sum_{i} \left\{ |n_{cm}\ell_{cm}\rangle \otimes |EiJM_T\rangle \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}} \left\{ \langle n_{cm}\ell_{cm}| \otimes \langle EiJM_T| \right\}^{\mathcal{J} \mathcal{M}_\mathcal{J}} .$$

The auxiliary index $i$ labels the state within the set of antisymmetrized states for total energy quantum number $E$, angular momentum $J$ and isospin $T$ of the relative part.
We have to consider the overlap

\[
\{\langle \tilde{n}_{cm} \tilde{l}_{cm} \rangle \otimes \langle E_i J T M_T \rangle \}^{\mathcal{J}} \mathcal{M}_{\mathcal{J}} \{\langle n_{cm} l_{cm} \rangle \otimes |\alpha\rangle \}^{\mathcal{J}} = \delta_{\mathcal{J} \mathcal{J}}^{\mathcal{M}_{\mathcal{J}}} \delta_{n_{cm}}^{\mathcal{M}_{\mathcal{J}}} \delta_{l_{cm}}^{\mathcal{M}_{\mathcal{J}}} \delta_{E_i J T}^{\mathcal{M}_{\mathcal{J}}} \delta_{M_T}^{\mathcal{M}_{\mathcal{J}}} \delta_{E,2n_{12}+l_{12}+2n_{3}+l_{3}}^{\mathcal{M}_{\mathcal{J}}}
\]

\[
\times \{\langle n_{cm} l_{cm} \rangle \otimes \langle E_i J T M_T \rangle \}^{\mathcal{J}} \mathcal{M}_{\mathcal{J}} \{\langle n_{cm} l_{cm} \rangle \otimes |\alpha\rangle \}^{\mathcal{J}}
\]

\[
= \delta_{\mathcal{J} \mathcal{J}}^{\mathcal{M}_{\mathcal{J}}} \delta_{n_{cm}}^{\mathcal{M}_{\mathcal{J}}} \delta_{l_{cm}}^{\mathcal{M}_{\mathcal{J}}} \delta_{E_i J T}^{\mathcal{M}_{\mathcal{J}}} \delta_{M_T}^{\mathcal{M}_{\mathcal{J}}} \delta_{E,2n_{12}+l_{12}+2n_{3}+l_{3}}^{\mathcal{M}_{\mathcal{J}}}
\]

\[
\times \{\langle n_{cm} l_{cm} \rangle \otimes \langle E_i J T M_T \rangle \}^{\mathcal{J}} \mathcal{M}_{\mathcal{J}} \{\langle n_{cm} l_{cm} \rangle \otimes |\alpha\rangle \}^{\mathcal{J}}
\]

with the coefficients of fractional parentage (CFPs)

\[
c_{\alpha,i} := \{\langle n_{cm} l_{cm} \rangle \otimes \langle E_i J T M_T \rangle \}^{\mathcal{J}} \mathcal{M}_{\mathcal{J}} \{\langle n_{cm} l_{cm} \rangle \otimes |\alpha\rangle \}^{\mathcal{J}}.
\]

If we plug (75) into (73) and use (76), we antisymmetrize the states on the left and right hand side

\[
\hat{A}|abc\rangle = \frac{1}{\sqrt{3!}}|abc\rangle_\alpha
\]

\[
= \sum_{J_{ab}} \sum_{J} \sum_{n_{cm} l_{cm}} \sum_{\alpha} \sum_{i} c_{\alpha,i} \left( \begin{array}{ccc} J_a & J_b & J_{ab} \\ m_a & m_b & M_{ab} \end{array} \right)_{c} \left( \begin{array}{ccc} J_{ab} & J_c & J \\ M_{ab} & M_c & M_{\mathcal{J}} \end{array} \right)
\]

\[
\times T \left[ \begin{array}{cccc} a & b & c & J_{ab} & J & J \\ n_{cm} & l_{cm} & n_{12} & l_{12} & n_{3} & l_{3} & s_{ab} & j_{12} & j_{3} & l_{ab} & T & M_T \end{array} \right] c_{\alpha,i} \{\langle n_{cm} l_{cm} \rangle \otimes |E_i J T M_T \rangle \}^{\mathcal{J}} \mathcal{M}_{\mathcal{J}},
\]

with the energy quantum number \( E = 2n_{12} + l_{12} + 2n_{3} + l_{3} \) from the Kronecker delta and \( M_{ab} = m_a + m_b, \mathcal{M}_{\mathcal{J}} = M_{12} + m_c \) from properties of the Clebsch-Gordan coefficients. As the last step we decouple the center-of-mass part and the relative part of
\( \{ |n_{cm}l_{cm}|E_iJTM_T \}^{J\mathcal{J}} \) and obtain for the antisymmetric \( m \)-scheme state

\[
|abc\rangle_a = 6 \sum_{J_{ab}} \sum_{n_{cm}l_{cm}} \sum_{\alpha} \sum_{i} \sum_{m_{cm}M_{J}} \sum_{J'_{ab}} \sum_{n'_{cm}l'_{cm}} \sum_{\alpha'} \sum_{i'} \sum_{m'_{cm}M'_{J}} \times c \left( \begin{array}{ccc} j_{a} & j_{b} & J_{ab} \\ m_{a} & m_{b} & M_{ab} \end{array} \right) c \left( \begin{array}{ccc} j_{c} & J'_{ab} \end{array} \right) c \left( \begin{array}{ccc} J & \mathcal{J} \end{array} \right) c \left( \begin{array}{ccc} l_{cm} & J' & \mathcal{J}' \\ m_{cm} & M_{J} & M'_{J} \end{array} \right) (78)
\]

Now we can write down the interaction matrix element

\[
a_{abc} \langle \hat{V}_{NNN} | a'b'c' \rangle_a
\]

\[
= 6 \sum_{J_{ab}} \sum_{n_{cm}l_{cm}} \sum_{\alpha} \sum_{i} \sum_{m_{cm}M_{J}} \sum_{J'_{ab}} \sum_{n'_{cm}l'_{cm}} \sum_{\alpha'} \sum_{i'} \sum_{m'_{cm}M'_{J}} \times c \left( \begin{array}{ccc} j_{a} & j_{b} & J_{ab} \\ m_{a} & m_{b} & M_{ab} \end{array} \right) c \left( \begin{array}{ccc} j_{c} & J'_{ab} \end{array} \right) c \left( \begin{array}{ccc} J & \mathcal{J} \end{array} \right) c \left( \begin{array}{ccc} l_{cm} & J' & \mathcal{J}' \\ m_{cm} & M_{J} & M'_{J} \end{array} \right) (79)
\]

\[
\times T \left[ \begin{array}{ccc} a & b & c \\ n_{cm} & l_{cm} & n_{12} \end{array} \right] T \left[ \begin{array}{ccc} J & \mathcal{J} \end{array} \right] \times \left[ \begin{array}{ccc} a' & b' & c' \\ n'_{cm} & l'_{cm} & n'_{12} \end{array} \right] T \left[ \begin{array}{ccc} J' & \mathcal{J}' \end{array} \right] \times T \left[ \begin{array}{ccc} s_{ab} & j_{12} & j_{3} \\ j_{ab} & n_{12} & n_{3} \end{array} \right] T \left[ \begin{array}{ccc} T & M_{T} \end{array} \right] \times c_{a,i} c_{a'i'} \langle n_{cm}l_{cm}m_{cm}|n'_{cm}l'_{cm}m'_{cm}\rangle (E_iJ'M_JM_T) \hat{V}_{NNN} (E'i'J'M'_{J}M'_{T}) \),
\]

where we used the fact that the interaction does not affect the center-of-mass part of the state. For further simplification we make use of

\[
\langle n_{cm}l_{cm}m_{cm}|n'_{cm}l'_{cm}m'_{cm}\rangle = \delta_{n_{cm}n'_{cm}} \delta_{l_{cm}l'_{cm}} \delta_{m_{cm}m'_{cm}},
\]

(80)
and of properties of the interaction which imply
\[
\langle E_i J M_J T M_T | \hat{V}_{NNN} | E_i' J' M_J' T M_T' \rangle
\]
\[
= \langle E_i J M_J T M_T | \hat{V}_{NNN} | E_i' J' M_J T M_T \rangle \delta_{J J'} \delta_{M_J M_J'} \delta_{T T'} \delta_{M_T M_T'}.
\]

Using this we eliminate sums in (79) corresponding to the Kronecker deltas
\[
a_{abc} \langle \hat{V}_{NNN} | a'b'c' \rangle_a
\]
\[
= 6 \sum_{J} \sum_{m_{cm} l_{cm}} \sum_{n_{cm} l_{cm}} \sum_{\alpha} \sum_{J_{ab}} \sum_{J_{ab}'} \sum_{\alpha'} \sum_{c_{\alpha'}}
\]
\[
\times c^{\alpha}_{\alpha'} \left( j_a j_b j_{ab} \right) \left( M_{ab} j_c J \right) \left( J_{ab} j_c J \right) \left( M_{ab} j_{ab} J \right) \left( J_{ab} j_{ab} J \right)
\]
\[
\times c^{\alpha}_{\alpha'} \left( j_{ab} j_{ab} J \right) \left( M_{ab} j_{ab} J \right) \left( J_{ab} j_{ab} J \right) \left( M_{ab} j_{ab} J \right)
\]
\[
\times T \left[ a b c J_{ab} J J \right] \left[ a' b' c' J_{ab} J J \right]
\]
\[
\times c_{\alpha, \alpha'} \langle E_i J M_J T M_T | \hat{V}_{NNN} | E_i' J' M_J T M_T \rangle,
\]

where \(\sum\) again denotes a sum over \(\{n_{12}, l_{12}, s_{ab}, j_{12}, n_3, l_3, J, t_{ab}, T\}\) and \(\sum_{\alpha'}\) denotes a sum over \(\{n_{12}', l_{12}', s_{ab}', j_{12}', n_3', l_3', J, t_{ab}', T\}\). Furthermore, the Jacobi matrix elements are independent of \(M_J\) and we can use the orthogonality relation of the Clebsch-Gordan coefficients
\[
\sum_{m_{cm} M_J} c \left( l_{cm} J J \right) c \left( l_{cm} J' J' \right) = \delta_{J J'} \delta_{M_J M_J'}
\]
and the interaction matrix element finally reads

\[ a\langle abc|\hat{V}_{NNN}|a'b'c'\rangle_a = 6 \sum J_{ab} \sum \mathcal{J} \sum n_{cm} \sum l_{cm} \sum \alpha \sum \bar{\alpha}' \sum \bar{\alpha}' \sum \bar{\alpha}' \]

\[ \times c \left( \begin{array}{ccc} j_a & j_b & j_{ab} \\ m_a & m_b & M_{ab} \end{array} \right) c \left( \begin{array}{ccc} j_c & \mathcal{J} \\ M_{ab} & m_c & \mathcal{M}_\mathcal{J} \end{array} \right) \]

\[ \times c \left( \begin{array}{ccc} j'_a & j'_b & j'_{ab} \\ m'_a & m'_b & M'_{ab} \end{array} \right) c \left( \begin{array}{ccc} j'_c & \mathcal{J} \\ M'_{ab} & m'_c & \mathcal{M}_\mathcal{J} \end{array} \right) \]

\[ \times T \left[ \begin{array}{cccc} a & b & c & J_{ab} & J & \mathcal{J} \\ n_{cm} & l_{cm} & n_{12} & l_{12} & n_3 & l_3 \end{array} \right] T \left[ \begin{array}{cccc} a' & b' & c' & J'_{ab} & J & \mathcal{J} \\ n_{cm} & l_{cm} & n'_{12} & l'_{12} & n'_3 & l'_3 \end{array} \right] \]

\[ \times c_{\alpha,i} c_{\alpha',i'} \langle E_i J T M_T |\hat{V}_{NNN}|E'_i J' T M_T \rangle . \]
Or, with all quantum numbers shown explicitly,

\[ a \langle abc | \hat{V}_{NNN} | a' b' c' \rangle_a \]

\[ = 6 \sum_{J_{ab} J'_{ab}} \sum_{n_{cm} l_{cm}} \sum_{n_{12} l_{12}} \sum_{n_{3} l_{3}} \sum_{s_{ab}} \sum_{J_{12}} \sum_{J_{3}} \sum_{l_{ab}} \sum_{J_{ab}} \sum_{J_{ab}'} \sum_{l_{ab}'} \sum_{J_{ab}} \sum_{J_{ab}'} \]

\[ \times c \left( \begin{array}{c} J_a \\ m_a \\ J_{ab} \end{array} \right) \left( \begin{array}{c} J_b \\ m_b \\ M_{ab} \end{array} \right) c \left( \begin{array}{c} J_c \\ M_{ab} \\ M_{ab} \end{array} \right) \]

\[ \times c \left( \begin{array}{c} J'_a \\ m'_a \end{array} \right) \left( \begin{array}{c} J'_b \\ m'_b \end{array} \right) \left( \begin{array}{c} J'_{ab} \\ M'_{ab} \end{array} \right) c \left( \begin{array}{c} J'_{c} \\ M'_{ab} \\ M'_{ab} \end{array} \right) \]

\[ \times T \left[ \begin{array}{cccc} a & b & c & J_{ab} \\ n_{cm} & l_{cm} & n_{12} & n_3 \\ s_{ab} & j_{12} & j_3 & l_{ab} \end{array} \right] \left[ \begin{array}{cccc} J & J & J & J \\ l_3 & l_3 & l_{12} & l_{12} \\ j_3 & j_{12} & j_{12} & j_3 \end{array} \right] \left[ \begin{array}{cccc} J & J & J & J \\ l_3 & l_3 & l_{12} & l_{12} \\ j_3 & j_{12} & j_3 & j_{12} \end{array} \right] \left[ \begin{array}{cccc} M_{ab} & M_{ab} & M_{ab} & M_{ab} \\ m_a & m_b & m_a' & m_b' \end{array} \right] \]

\[ \times c_{\alpha,i} \left[ \begin{array}{cccc} n_{12} & l_{12} & n_3 & l_3 \\ s_{ab} & j_{12} & j_3 & l_{ab} \end{array} \right] \left[ \begin{array}{cccc} n'_{12} & n'_{12} & n'_{3} & n'_{3} \\ s'_{ab} & j'_{12} & j_3 & j_{12} \end{array} \right] \left[ \begin{array}{cccc} n'_{12} & n'_{12} & n'_{3} & n'_{3} \\ s'_{ab} & j'_{12} & j_3 & j_{12} \end{array} \right] \left[ \begin{array}{cccc} M_{ab} & M_{ab} & M_{ab} & M_{ab} \\ m_t & m_t & m_t & m_t \end{array} \right] \]

\[ \times \langle E i J T M | \hat{V}_{NNN} | E' i' J T M \rangle \],

where in addition the quantum-number dependence of the CFPs, indicated by the \( \alpha \)- and \( i \)-index, are illustrated in the squared brackets. Moreover, there are the relations

\[ M_{ab} = m_a + m_b \]  
\[ M'_{ab} = m'_a + m'_b \]  
\[ M_J = m_a + m_b + m_c \]  
\[ m_{t_{ab}} = m_{t_a} + m_{t_b} \]  
\[ M_T = m_{t_{ab}} + m_{t_c} \]  
\[ E = 2n_{12} + l_{12} + n_3 + l_3 \].
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4.5.2 Calculating the T-coefficient

To calculate the T-coefficient

\[
T = \begin{bmatrix}
  a & b & c & J_{ab} & J & J \\
  n_{cm} & l_{cm} & n_{12} & l_{12} & n_{3} & l_{3} \\
  s_{ab} & j_{12} & j_{3} & t_{ab} & T & M_{T}
\end{bmatrix}
\]

\[
= \{\langle n_{cm} l_{cm}\rangle \otimes \langle \alpha \rangle \}^{J M_{J}} \{\{\{a\} \otimes \{b\}\}^{J_{ab}} \otimes \{c\}\}^{J_{M_{T}}}
\]

(92)

we express the states \(\{|{a\} \otimes \{b\}\}^{J_{ab}} \otimes \{c\}\}^{J_{M_{T}}}\) in terms of the states \(\{|n_{cm} l_{cm}\rangle \otimes |\alpha\rangle\}^{J_{M_{J}}}\). Starting with

\[
|\{\{a\} \otimes \{b\}\}^{J_{ab}} \otimes \{c\}\}^{J_{M_{T}}} = |\{(n_{a} l_{a}, s_{a})_{J_{a}}, (n_{b} l_{b}, s_{b})_{J_{b}}J_{ab}, (n_{c} l_{c}, s_{c})_{J_{c}}\}^{J_{M_{J}}, t_{a}m_{a}, t_{b}m_{b}, t_{c}m_{c}}\rangle
\]

(93)

we couple the isospins \(t_{a}, t_{b}, t_{c}\) to \(T, M_{T}\) using two Clebsch-Gordan coefficients

\[
|\{\{a\} \otimes \{b\}\}^{J_{ab}} \otimes \{c\}\}^{J_{M_{T}}} = \sum_{t_{ab}m_{ab}} \sum_{T M_{T}} c \left( \begin{array}{ccc}
  t_{a} & t_{b} & t_{ab} \\
  m_{ta} & m_{tb} & m_{t_{ab}}
\end{array} \right) \left( \begin{array}{ccc}
  t_{ab} & t_{c} & T \\
  m_{t_{ab}} & m_{t_{c}} & M_{T}
\end{array} \right) \times |\{(n_{a} l_{a}, s_{a})_{J_{a}}, (n_{b} l_{b}, s_{b})_{J_{b}}J_{ab}, (n_{c} l_{c}, s_{c})_{J_{c}}\}^{J_{M_{J}}, [t_{a}t_{b}t_{c}], T M_{T}}\rangle
\]

(94)

In the next steps the isospin part will not be changed anymore, so we omit it for brevity. In the following we have to carry out a number of unitary transformations by inserting appropriate identity operators. We do this stepwise and collect the resulting factors at the end in (117). To keep track of the transformations we show the involved quantum numbers before each transformation step.

\[
[(n_{a} l_{a}, s_{a})_{J_{a}}, (n_{b} l_{b}, s_{b})_{J_{b}}J_{ab}] \rightarrow [(n_{a} l_{a}, n_{b} l_{b})L_{ab}, (s_{a} s_{b})s_{ab}]J_{ab}
\]

We aim at the separation of the center-of-mass part of the state, so we have to do Talmi-transformations. The first Talmi-transformation will introduce the coordinate of the center-of-mass of the first two particles and the corresponding relative coordinate. Before doing this we have to change the \(jj\)-coupling of particles 1 and 2 into \(LS\)-coupling.
This can be achieved by inserting a suitable identity operator in (94)

\[ |\{(n_a l_a, s_a) j_a, (n_b l_b, s_b) j_b \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J \] 

\[ = \sum_{L_{ab}s_{ab}} |\{(n_a l_a, n_b l_b) L_{ab}, (s_a s_b)s_{ab} \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J \] 

\[ \times \langle\{(n_a l_a, n_b l_b) L_{ab}, (s_a s_b)s_{ab} \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J | \] 

\[ \times |\{(n_a l_a, s_a) j_a, (n_b l_b, s_b) j_b \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J \rangle, \] (95)

and the overlap can be replaced by

\[ \langle\{(n_a l_a, n_b l_b) L_{ab}, (s_a s_b)s_{ab} \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J | \] 

\[ \times |\{(n_a l_a, s_a) j_a, (n_b l_b, s_b) j_b \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J \rangle \]

\[ = \left\{ \begin{array}{ccc} l_a & l_b & L_{ab} \\ s_a & s_b & s_{ab} \\ j_a & j_b & J_{ab} \end{array} \right\} \hat{j}_a \hat{j}_b \hat{L}_{ab} \hat{s}_{ab}, \]

yielding

\[ |\{(n_a l_a, s_a) j_a, (n_b l_b, s_b) j_b \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J \] 

\[ = \sum_{L_{ab}s_{ab}} \left\{ \begin{array}{ccc} l_a & l_b & L_{ab} \\ s_a & s_b & s_{ab} \\ j_a & j_b & J_{ab} \end{array} \right\} \hat{j}_a \hat{j}_b \hat{L}_{ab} \hat{s}_{ab} \] 

\[ \times |\{(n_a l_a, n_b l_b) L_{ab}, (s_a s_b)s_{ab} \} J_{ab}, (n_c l_c, s_c) j_c \} J M_J \rangle. \] (96)

\[ (n_a l_a, n_b l_b) L_{ab} \rightarrow (N_{12} L_{12} (\vec{c}m_{ab}), n_{12} l_{12} (\vec{\xi}_1)) L_{ab} \]

Now we carry out a Talmi-transformation which transforms the single-particle coordinates \( \vec{r}_a \) and \( \vec{r}_b \) into the coordinate of the center-of-mass \( \vec{c}m_{ab} \) of the first two particles,
and their relative Jacobi coordinate $\xi_1$. The corresponding transformation matrix reads

\[
\begin{pmatrix}
\mathbf{c m}_{ab} \\
\xi_1'
\end{pmatrix} = \begin{pmatrix}
\sqrt{\frac{1}{2}} & \sqrt{\frac{1}{2}} \\
\sqrt{\frac{1}{2}} & -\sqrt{\frac{1}{2}}
\end{pmatrix}
\begin{pmatrix}
\tilde{r}_a \\
\tilde{r}_b
\end{pmatrix}
\]

(97)

which corresponds to HOBs with parameter $d = 1$. The result of this transformation is given by

\[
|\{|(n_{a1}^a, n_{b1}^b)L_{ab}, (s_a s_b) s_{ab}|, (n_{c1}^c, s_c) j_c\}J M_f⟩ \rangle = \sum_{N_{12}L_{12} n_{12}l_{12}} \langle L_{ab}, n_{a1}^a, n_{b1}^b, L_{ab})_{1} |\{|(N_{12}L_{12} n_{12}l_{12})_{1} L_{ab}, (s_a s_b) s_{ab}|, (n_{c1}^c, s_c) j_c\}J M_f⟩ \rangle
\]

(98)

The coordinates again indicate which basis the quantum numbers correspond to and will be omitted in the following.

\[
[(L_{ab} s_{ab}) J_{ab}, (l_{c} s_{c}) j_{c}] J \rightarrow [(L_{ab} l_{c}) L, (s_{ab} s_{c}) S] J
\]

We change the coupling scheme from $jj$-coupling to $LS$-coupling to prepare the next Talmi-transformation

\[
|\{|(N_{12}L_{12} n_{12}l_{12}) L_{ab}, (s_a s_b) s_{ab}|, (n_{c1}^c, s_c) j_c\}J M_f⟩ \rangle = \sum_{LS} |\{|(N_{12}L_{12} n_{12}l_{12}) L_{ab}, n_{c1}^c, L, [(s_a s_b) s_{ab}, s_c] S\}J M_f⟩ \rangle
\]

(99)

\[
\times \langle L_{ab}, n_{a1}^a, n_{b1}^b, L_{ab})_{1} |\{|(N_{12}L_{12} n_{12}l_{12}) L_{ab}, (s_a s_b) s_{ab}|, (n_{c1}^c, s_c) j_c\}J M_f⟩ \rangle
\]

\[
\times |\{|(N_{12}L_{12} n_{12}l_{12}) L_{ab}, (s_a s_b) s_{ab}|, (n_{c1}^c, s_c) j_c\}J M_f⟩ \rangle
\]
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Again, the overlap can be replaced by a 9-j symbol

\[
\langle \left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

\[
\times |\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, (s_{a} s_{b}) s_{ab} \right\} J_{ab}, (n_{c} l_{c}, s_{c}) j_{c} \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}}\rangle
\]

\[
= \left\{ \begin{array}{ccc}
L_{ab} & l_{c} & L \\
s_{ab} & s_{c} & S \\
J_{ab} & j_{c} & J
\end{array} \right\} \hat{L} \hat{S} \hat{J}_{ab} \hat{j}_{c},
\]

yielding

\[
|\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, (s_{a} s_{b}) s_{ab} \right\} J_{ab}, (n_{c} l_{c}, s_{c}) j_{c} \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}}\rangle
\]

\[
= \sum_{L S} \left\{ \begin{array}{ccc}
L_{ab} & l_{c} & L \\
s_{ab} & s_{c} & S \\
J_{ab} & j_{c} & J
\end{array} \right\} \hat{L} \hat{S} \hat{J}_{ab} \hat{j}_{c}
\]

\[
\times |\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

\[
\times |\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

\[
\times |\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

Before we can carry out the second Talmi-transformation, which will lead us to the complete set of Jacobi coordinates, we have to couple \( L_{12} \) with \( l_{c} \)

\[
|\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

\[
= \sum_{\Lambda} |\left\{ (N_{12} L_{12}, n_{c} l_{c}) \Lambda, n_{12} l_{12} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right]\]

\[
\times |\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

\[
\times |\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

\[
\times |\left\{ (N_{12} L_{12}, n_{12} l_{12}) L_{ab}, n_{c} l_{c} \right\} | L, \left( (s_{a} s_{b}) s_{ab}, s_{c} \right) S \rangle \mathcal{J} \mathcal{M}_{\mathcal{J}} | \right\}
\]

\[
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\]
Because we have a reordering of three angular momenta this time, we can replace the overlap introducing a 6-j symbol

$$\langle \{ (N_{12} L_{12}, n_{c l 12}, L), [(s_a s_b) s_{a b c}] S \} J M \rangle$$

$$\times |\{ (N_{12} L_{12}, n_{c l 12}) L_{ab}, n_{c l} L, [(s_a s_b) s_{a b c}] S \} J M \rangle$$

$$= (-1)^{l_c + l_{12} + L_{ab} + L_{12}} L_{ab} \left\{ \begin{array}{ccc} l_c & L_{12} & \Lambda \\ l_{12} & L & L_{ab} \end{array} \right\},$$

yielding

$$|\{ (N_{12} L_{12}, n_{c l 12}) L_{ab}, n_{c l} L, [(s_a s_b) s_{a b c}] S \} J M \rangle$$

$$= \sum_{\Lambda} (-1)^{l_c + l_{12} + L_{ab} + \Lambda} L_{ab} \left\{ \begin{array}{ccc} l_c & L_{12} & \Lambda \\ l_{12} & L & L_{ab} \end{array} \right\}$$

$$\times |\{ (N_{12} L_{12}, n_{c l} L, n_{c l 12} L), [(s_a s_b) s_{a b c}] S \} J M \rangle .$$

$$|\{ (N_{12} L_{12} (c\bar{m}_{ab}), n_{c l} L_{c} (\bar{r}_{c})) \Lambda \rightarrow (n_{cm} l_{cm} (\bar{\xi}_0), n_{3 l_3} (\bar{\xi}_2)) \Lambda \}

Now we carry out the second Talmi-transformation that transforms the coordinates $c\bar{m}_{ab}$ and $\bar{r}_c$ into the center-of-mass coordinate $\bar{\xi}_0$ of the three particles and the Jacobi coordinate $\bar{\xi}_2$. Here the transformation matrix reads

$$\begin{pmatrix} \bar{\xi}_0 \\ \bar{\xi}_2 \end{pmatrix} = \begin{pmatrix} \sqrt{\frac{2}{3}} & \sqrt{\frac{1}{3}} \\ \sqrt{\frac{1}{3}} & -\sqrt{\frac{2}{3}} \end{pmatrix} \begin{pmatrix} c\bar{m}_{ab} \\ \bar{r}_c \end{pmatrix}$$

and corresponds to HOBs with parameter $d = 2$. The result is given by

$$|\{ (N_{12} L_{12}, n_{c l} L, n_{c l 12} L), [(s_a s_b) s_{a b c}] S \} J M \rangle$$

$$= \sum_{n_{cm} l_{cm}} \sum_{n_{3 l_3}} \langle \langle n_{cm} l_{cm}, n_{3 l_3} | N_{12} L_{12}, n_{c l}; \Lambda \rangle \rangle_2$$

$$\times |\{ (n_{cm} l_{cm} (\bar{\xi}_0), n_{3 l_3} (\bar{\xi}_2)) \Lambda \rightarrow (n_{cm} l_{cm} (\bar{\xi}_0), n_{c l} L, n_{c l 12} L), [(s_a s_b) s_{a b c}] S \} J M \rangle .$$
Recoupling of the orbital angular momenta yields

\[ |\{(n_{cm}l_{cm}n_{3}l_{3}\Lambda n_{12}l_{12})L, [(s_{a}s_{b})s_{ab}, s_{c}]S}\rangle \langle JM_J| \]

\[ = \sum_{L} |\{(n_{cm}l_{cm}n_{3}l_{3}l_{12}L)\Lambda, [(s_{a}s_{b})s_{ab}, s_{c}]S\}JM_J| \]

\[ \times |\{(n_{cm}l_{cm}n_{3}l_{3}l_{12}L)\Lambda, [(s_{a}s_{b})s_{ab}, s_{c}]S\}JM_J| \]

\[ \times |\{(n_{cm}l_{cm}n_{3}l_{3}l_{12}L)\Lambda, [(s_{a}s_{b})s_{ab}, s_{c}]S\}JM_J| \].

Here the overlap can be substituted by

\[ |\{(n_{cm}l_{cm}n_{3}l_{3})\Lambda n_{12}l_{12})L, [(s_{a}s_{b})s_{ab}, s_{c}]S}\rangle \langle JM_J| \]

\[ \times |\{(n_{cm}l_{cm}n_{3}l_{3})\Lambda n_{12}l_{12})L, [(s_{a}s_{b})s_{ab}, s_{c}]S\}JM_J| \]

\[ = (-1)^{l_{cm}+l_{3}+l_{12}+\Lambda L} \hat{\Lambda} \hat{L} \left\{ \begin{array}{ccc} l_{cm} & l_{3} & \Lambda \\ l_{12} & L & L \end{array} \right\}, \]

yielding

\[ |\{(n_{cm}l_{cm}n_{3}l_{3})\Lambda n_{12}l_{12})L, [(s_{a}s_{b})s_{ab}, s_{c}]S\}JM_J| \]

\[ = \sum_{L} (-1)^{l_{cm}+l_{3}+l_{12}+\Lambda L} \hat{\Lambda} \hat{L} \left\{ \begin{array}{ccc} l_{cm} & l_{3} & \Lambda \\ l_{12} & L & L \end{array} \right\} \]

\[ \times |\{(n_{cm}l_{cm}n_{3}l_{3}l_{12}L)\Lambda, [(s_{a}s_{b})s_{ab}, s_{c}]S\}JM_J| \].
\[(n_{cm}l_{cm}, L)\mathcal{L}, S]\mathcal{J} \longrightarrow [n_{cm}l_{cm}, (L, S)]\mathcal{J}\]

Inserting the corresponding identity operator leads to

\[\langle \{ n_{cm}l_{cm}, (n_3l_3, n_{12}l_{12})L_3 \} \mathcal{L}, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \]

\[= \sum J \langle \{ n_{cm}l_{cm}, [(n_3l_3, n_{12}l_{12})L, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \]

\[\times \langle \{ n_{cm}l_{cm}, [(n_3l_3, n_{12}l_{12})L, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \]

\[\times \langle \{ [(n_{cm}l_{cm}, (n_3l_3, n_{12}l_{12})L] \mathcal{L}, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \]

and the overlap can be replaced by

\[\langle \{ n_{cm}l_{cm}, [(n_3l_3, n_{12}l_{12})L, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \]

\[\times \langle \{ [(n_{cm}l_{cm}, (n_3l_3, n_{12}l_{12})L] \mathcal{L}, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \]

\[= (-1)^{l_{cm}+L+S+J} \hat{L} \hat{J} \left( \begin{array}{ll} l_{cm} & L \\ S & \mathcal{J} \end{array} \right) \]

yielding

\[\langle \{ [(n_{cm}l_{cm}, (n_3l_3, n_{12}l_{12})L_3] \mathcal{L}, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \]

\[= \sum J (-1)^{l_{cm}+L+S+J} \hat{L} \hat{J} \left( \begin{array}{ll} l_{cm} & L \\ S & \mathcal{J} \end{array} \right) \]

\[\times \langle \{ n_{cm}l_{cm}, [(n_3l_3, n_{12}l_{12})L, [(s_a s_b) s_{ab}, s_c] S \} \mathcal{J} \mathcal{M}_{\mathcal{J}} \rangle \].
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\[(n_{3l_3}, n_{12l_{12}}) L, [s_{ab}s_c] S] J \longrightarrow \left( (n_{3l_3}, s_c) j_3, (n_{12l_{12}}, s_{ab}) j_{12}\right) J\]

The final transformation leads to the coupling structure of the state \(|\alpha\rangle\)

\[
\left|\{n_{cm}l_{cm} , [(n_{3l_3}, s_c) j_3, (n_{12l_{12}}, s_{ab}) j_{12}] J \} \mathcal{J} \mathcal{M}_J \right|
\]

\[
= \sum_{j_{12}j_3} \left|\{n_{cm}l_{cm} , [(n_{3l_3}, s_c) j_3, (n_{12l_{12}}, s_{ab}) j_{12}] J \} \mathcal{J} \mathcal{M}_J \right|
\]

\[
\times \left|\{n_{cm}l_{cm} , [(n_{3l_3}, s_c) j_3, (n_{12l_{12}}, s_{ab}) j_{12}] J \} \mathcal{J} \mathcal{M}_J \right|
\]

\[
\times \left|\{n_{cm}l_{cm} , [(n_{3l_3}, n_{12l_{12}}) L, [(s_a s_b) s_{ab}, s_c] S] J \} \mathcal{J} \mathcal{M}_J \right|.
\]

We can replace the overlap by a 9-j symbol

\[
\langle \{n_{cm}l_{cm} , [(n_{3l_3}, s_c) j_3, (n_{12l_{12}}, s_{ab}) j_{12}] J \} \mathcal{J} \mathcal{M}_J |
\]

\[
\times \left|\{n_{cm}l_{cm} , [(n_{3l_3}, n_{12l_{12}}) L, [(s_a s_b) s_{ab}, s_c] S] J \} \mathcal{J} \mathcal{M}_J \right|.
\]

\[
= (-1)^{s_{ab} + s_c} S \hat{L}_{j_3 j_{12}} \hat{S} \begin{pmatrix} l_3 & l_{12} & L \\ s_c & s_{ab} & S \\ j_3 & j_{12} & J \end{pmatrix}
\]

\[
= (-1)^{s_{ab} + s_c} S \hat{L}_{j_3 j_{12}} \hat{S} \begin{pmatrix} l_{12} & l_3 & L \\ s_{ab} & s_c & S \\ j_{12} & j_3 & J \end{pmatrix} (-1)^{l_{12}+l_3+L+s_{ab}+s_c+S+j_{12}+j_3+J}.
\]

In the previous equation a symmetry relation of the 9-j symbol was used. Additionally, we change the coupling order from \((j_3 j_{12})\) into \((j_{12} j_3)\) and collect a phase \((-1)^{j_3+j_{12}-J}\).

Then we can simplify the phase factors, because some combinations of quantum numbers are even, and we obtain the phase \((-1)^{l_{12}+l_3+L}.\)

Altogether the result of this trans-
formation reads

$$\begin{align*}
|\{n_{cm} l_{cm}, [(n_3 l_3, n_{12} l_{12}) L], [(s_{ab} s_{ab}, s_c) S] J\} J M J\rangle
&= \sum_{j_{12} j_{3}} (-1)^{l_3 + l_{12} + L} \hat{L}_{j_{3} j_{12} j_{12} S} \begin{pmatrix} l_{12} & l_{3} & L \\ s_{ab} & s_{c} & S \\ j_{12} & j_{3} & J \end{pmatrix} \\
&\times |\{n_{cm} l_{cm}, [(n_{12} l_{12}, s_{ab}) j_{12}, (n_3 l_3, s_c) j_{3}] J\} J M J\rangle.
\end{align*}$$

(116)

The complete result of the transformation \{\{a \otimes b\}^{J_{ab}} \otimes c\}^{J} \longrightarrow \{|n_{cm} l_{cm}\} \otimes |\alpha\rangle^{J}
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is given by

\[
\{\langle a \rangle \otimes |b\rangle\}^{J_{ab} \otimes |c\rangle} = \sum_{t_{ab}m_{ab}T_{M_T}} \sum_{L_{ab}\delta_{ab}N_{12}\mathcal{L}_2 n_{12}l_{12}} \sum_{\mathcal{L}} \sum_{\lambda \ n_{cm}l_{cm} n_{3l}} \sum_{L} \sum_{J} \sum_{j_{12}j_{3}} 
\]

\[
\times \delta_{2N_{12} + \mathcal{L}_2 + 2n_{12} + l_{12}, 2n_a + l_a + 2n_b + l_b} \delta_{2n_{cm} + l_{cm} + 2n_3 + l_3, 2N_{12} + \mathcal{L}_2 + 2n_c + l_c}
\]

\[
\times (-1)^{l_c + l_{12} + \Lambda + L_{ab}(-1)^{l_{cm} + l_{12} + \mathcal{L}(-1)^{l_{cm} + L + J}(-1)^{l_3 + l_{12} + L}}
\]

\[
\times \hat{j}_a \hat{j}_b \hat{j}_c \hat{L}_{ab}^{\alpha} \delta_{ab} \hat{j}_{ab} \hat{\Lambda}^2 \hat{\Lambda} \hat{L}_{12} \hat{j}_{12} \hat{j}_3
\]

\[
\times c \left( \begin{array}{ccc} t_a & t_b & t_{ab} \\ m_{ta} & m_{tb} & m_{ab} \end{array} \right) c \left( \begin{array}{ccc} t_{ab} & t_c & T \\ m_{ta} & m_c & M_T \end{array} \right)
\]

\[
\times \left\{ \begin{array}{ccc} l_a & l_b & L_{ab} \\ s_a & s_b & s_{ab} \\ j_a & j_b & J_{ab} \end{array} \right\} \left\{ \begin{array}{ccc} L_{ab} & l_c & \mathcal{L} \\ s_{ab} & s_c & S \\ J_{ab} & j_c & J \end{array} \right\} \left\{ \begin{array}{ccc} l_{12} & l_3 & L \\ s_{ab} & s_c & S \\ j_{12} & j_3 & J \end{array} \right\}
\]

\[
\times \left\{ \begin{array}{ccc} l_{cm} & l_3 & \Lambda \\ l_{12} & \mathcal{L} & L_{ab} \end{array} \right\} \left\{ \begin{array}{ccc} l_{cm} & L & \mathcal{L} \\ l_3 & \Lambda & S \\ J & J \end{array} \right\}
\]

\[
\times \langle N_{12} \mathcal{L}_2, n_{12}l_{12}, n_a l_a, n_b l_b; L_{ab}\rangle_1 \langle n_{cm} l_{cm}, n_3 l_3, N_{12} \mathcal{L}_2, n_c l_c; \Lambda\rangle_2 
\]

\[
\times \{|n_{cm} l_{cm}\rangle \otimes |\alpha\rangle\}^{J}
\]

Multiplying (117) with \{\langle n''_{cm} l''_{cm} | \otimes \langle \alpha'\rangle\}^{J} generates Kronecker deltas

\[
\delta_{n''_{cm} n_{cm}} \delta_{l''_{cm} l_{cm}} \delta_{n''_{12} n_{12}} \delta_{l''_{12} l_{12}} \delta_{n''_{ab} n_{ab}} \delta_{j''_{ab} j_{ab}} \delta_{n''_{3l} n_{3l}} \delta_{l''_{3l} l_{3l}} \delta_{j''_{3l} j_{3l}} \delta_{j''_{ab} j_{ab}} \delta_{m''_{ab} m_{ab}} \delta_{\mathcal{L}_T' \mathcal{L}_T} \delta_{M_{T}'} M_{T} (118)
\]
which eliminate the corresponding summations, leading to

\[
\{ \langle n_{cm} l_{cm} | \otimes \langle \alpha | \} \mathcal{J} \{ \{ |a \rangle \otimes |b\rangle \} J_{ab} \otimes |c\rangle \}\mathcal{J}
\]

\[
= \sum_{L_{ab}} \sum_{\mathcal{N}_{12}} \sum_{L_{12}} \sum_{L} \sum_{S} \sum_{\Lambda} \sum_{L} \times (-1)^{l_c+l_{12}+\Lambda+L_{ab}}(-1)^{l_{cm}+l_3+l_{12}+\mathcal{L}}(-1)^{l_{cm}+L+S+\mathcal{J}}(-1)^{l_3+l_{12}+L}
\]

\[
\times \delta_{2N_{12}+L_{12}+2n_{12}+l_{12},2n_a+l_a+2n_b+l_b} \delta_{2n_{cm}+l_{cm}+2n_3+l_3,2N_{12}+L_{12}+2n_c+l_c}
\]

\[
\times \hat{J}_a \hat{J}_b \hat{J}_c \hat{L}_{ab}^2 \hat{s}_{ab} \hat{J}_{ab} \hat{L}^2 \hat{L}^2 \hat{J}_{12} \hat{J}_3
\]

\[
\times c \left( \begin{array}{ccc}
t_a & t_b & t_{ab} \\
m_{ta} & m_{tb} & m_{tab} \end{array} \right) c \left( \begin{array}{ccc}
t_{ab} & t_c & T \\
m_{tab} & m_{tc} & M_T \end{array} \right)
\]

\[
\times \left\{ \begin{array}{ccc}
l_a & l_b & L_{ab} \\
s_a & s_b & s_{ab} \\
J_a & J_b & J_{ab} \end{array} \right\} \left\{ \begin{array}{ccc}
l_{ab} & l_c & \mathcal{L} \\
s_{ab} & s_c & S \mathcal{L} \\
J_{ab} & J_c & \mathcal{J} \end{array} \right\} \left\{ \begin{array}{ccc}
l_2 & l_3 & L \\
s_{2ab} & s_c & S \\
J_{2ab} & J_3 & J \end{array} \right\}
\]

\[
\times \left\{ \begin{array}{ccc}
l_c & \mathcal{L}_{12} & \Lambda \\
l_{12} & \mathcal{L} & L_{ab} \end{array} \right\} \left\{ \begin{array}{ccc}
l_{cm} & l_3 & \Lambda \\
l_{12} & \mathcal{L} & \mathcal{L} \end{array} \right\} \left\{ \begin{array}{ccc}
l_{cm} & L & \mathcal{L} \\
S & \mathcal{J} & \mathcal{J} \end{array} \right\}
\]

\[
\times \langle \langle \mathcal{N}_{12} \mathcal{L}_{12}, n_{12} l_{12} | a_{ab}, n_{ab} l_b, \mathcal{L}_{ab} \rangle \rangle_1 \langle \langle n_{cm} l_{cm}, n_3 l_3 | \mathcal{N}_{12} \mathcal{L}_{12}, n_{clc}, \Lambda \rangle \rangle_2.
\]

Here we dropped the primes and used the additional constraints \(m_{ta} = m_{ta} + m_{tb},\)
\(M_T = m_{tab} + m_{tc}\) from the Clebsch-Gordan coefficients. Moreover, we can eliminate the sum over \(\mathcal{N}_{12}\) with help of the first Kronecker delta \(\delta_{2N_{12}+L_{12}+2n_{12}+l_{12},2n_a+l_a+2n_b+l_b}\). Then the second Kronecker delta reads

\[
\delta_{2n_a+l_a+2n_b+l_b-2n_{12}-l_{12}+2n_c+l_c,2n_{cm}+l_{cm}+2n_3+l_3}
\]

(120)
and our final result for the $T$-coefficient is

$$
T = \begin{bmatrix}
  a & b & c & J_{ab} & J & J
  n_{cm} & l_{cm} & n_{12} & l_{12} & n_3 & l_3
  s_{ab} & j_{12} & j_3 & t_{ab} & T & M_T
\end{bmatrix}
$$

$$
= \left\{ \langle n_{cm} l_{cm} | \otimes \langle \alpha | \right\} \mathcal{J} \left\{ \{ |a \rangle \otimes |b \rangle \right\} J_{ab} \otimes |c \rangle \right\} \mathcal{J}
$$

$$
= \sum_{L_{ab}} \sum_{L_{12}} \sum_{\mathcal{L}} \sum_{S} \sum_{\Lambda} \sum_{L} (-1)^{|c|+\Lambda+L_{ab}+\mathcal{L}+S+l_{12}+\mathcal{J}}
$$

$$
\times \delta_{2n_a+l_a+2n_b+l_b-2n_{12}-l_{12}+2n_c+l_c,2n_{cm}+l_{cm}+2n_3+l_3}
$$

$$
\times J_{ab} \hat{j}_{ab} \hat{s}_{ab} \mathcal{L}_{ab}^2 \mathcal{S}_{ab}^2 \mathcal{J}_{ab} \hat{l}_{12} \hat{j}_{12}
$$

$$
\times c \begin{pmatrix} t_a & t_b & t_{ab} \\
  m_{t_a} & m_{t_b} & m_{t_{ab}} \end{pmatrix} c \begin{pmatrix} t_{ab} & t_c & T \\
  m_{t_{ab}} & m_{t_c} & M_T \end{pmatrix}
$$

$$
\times \left\{ \begin{array}{ccc} l_a & l_b & L_{ab} \\
  s_a & s_b & s_{ab} \\
  j_a & j_b & j_{ab} \end{array} \right\} \left\{ \begin{array}{ccc} l_{ab} & l_c & \mathcal{L} \\
  s_{ab} & s_c & S \\
  j_{ab} & j_c & \mathcal{J} \end{array} \right\} \left\{ \begin{array}{ccc} l_{12} & l_3 & L \\
  s_{ab} & s_c & S \\
  j_{12} & j_3 & \mathcal{J} \end{array} \right\}
$$

$$
\times \left\{ \begin{array}{ccc} l_c & \mathcal{L}_{12} & \Lambda \\
  l_{12} & \mathcal{L} & L_{ab} \end{array} \right\} \left\{ \begin{array}{ccc} l_{cm} & l_3 & \Lambda \\
  l_{12} & \mathcal{L} & \mathcal{L} \end{array} \right\} \left\{ \begin{array}{ccc} l_{cm} & L & \mathcal{L} \\
  S & \mathcal{J} & \mathcal{J} \end{array} \right\}
$$

$$
\times \langle \langle \mathcal{N}_{12} L_{12}, n_{12} | l_{12} | n_a l_a, n_b l_b, L_{ab} \rangle \rangle_1 \langle \langle n_{cm} l_{cm}, n_3 | l_{cm} \mathcal{N}_{12} L_{12}, n_c l_c, \Lambda \rangle \rangle_2,
$$

where we also simplified the phase factor. This is also the result of reference [14].

### 4.6 Implementation of the three-body basis transformation

In this section we discuss the implementation of the three-body Jacobi to m-scheme transformation, considering the problems and limits of the transformation. The whole implementation is too complicated to describe it in this thesis, for a more detailed dis-
clusion of some implementation issues see the appendix. Our aim is to use the NNN Jacobi interaction matrix elements from \( \chi \)EFT and the CFPs up to a certain three-body energy limit \( E_{3\text{max}} \) and produce a file containing the m-scheme matrix elements up to that energy limit. This file serves as input for many-body calculations, like those discussed at the end of this thesis.

First of all, we consider Eq. (84), which we have to implement. Most important for the implementation of our formulas is that we try to arrange the sums in order to avoid multiple calculation of the same term. Besides, one should put the computationally intensive terms as far out as possible in the hierarchy of summations to minimize the number of evaluations. If we arrange (84) considering these circumstances, we obtain

\[
a_{abc} \langle \hat{V}_{NNN} | a'b'c' \rangle_a = 6 \sum J \sum n_{cm} l_{cm} c \left( j_a j_b j_{ab} \right) c \left( J_{ab} j_c J \right)
\]

\[
\times T \left[ \begin{array}{cccc}
a & b & c & J_{ab} & J & J \\
n_{cm} & l_{cm} & n_{12} & l_{12} & n_3 & l_3 \\
 s_{ab} & j_{12} & j_3 & t_{ab} & T & M_T \\
\end{array} \right]
\]

\[
\times \sum a' \sum J'_{ab} c \left( j'a' j'b' J'_{ab} \right) c \left( J'_{ab} j'c' J' \right)
\]

\[
\times T \left[ \begin{array}{cccc}
a' & b' & c' & J'_{ab} & J & J' \\
n_{cm} & l_{cm} & n'_{12} & l'_{12} & n'_3 & l'_3 \\
 s_{ab}' & j'_{12} & j'_3 & t'_{ab} & T & M'_T \\
\end{array} \right]
\]

\[
\times \sum c_{\alpha i} \sum c_{\alpha'i'} \langle E_i J T M_T | \hat{V}_{NNN} | E'_{i'} J T M_T \rangle,
\]
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where the $T$-coefficients, the computationally most demanding terms, are outside and the sum are arranged in an efficient manner. In order to accelerate the evaluation further, we precompute the $T$-coefficients and save them combined with the Clebsch-Gordans in a new quantity called $\tilde{T}$-coefficient

$$
\tilde{T}(a, b, c, J, l_{cm}, \alpha) = \sum_{J_{ab}} c \left( \begin{array}{ccc}
J & J_{ab} & \mathcal{J} \\
J_{ab} & M_{ab} & \mathcal{M}_{J}
\end{array} \right)
$$

(123)

which is kept in memory.

Remember $a, b, c$ are collective indices for the quantum numbers of the single-particle states and $\alpha$ is a collective index for the Jacobi quantum numbers $n_{12}, l_{12}, s_{ab}, j_{12}, n_3, l_3, j_3, J, l_{ab}, T$. The $M_T$ dependence of $\alpha$ can be neglected because $M_T$ is already determined by the m-scheme basis. Besides, also the $n_{cm}$ dependence of the $T$- and $\tilde{T}$-coefficient vanishes owing to the Kronecker delta (120).

The new expression for the m-scheme matrix-element as it is used in the computation reads

$$
\langle abc|\hat{V}_{NNN}|a'b'c'\rangle_a = 6 \sum_{J} \sum_{n_{cm}l_{cm}} \sum_{\alpha} \tilde{T}(a, b, c, J, l_{cm}, \alpha) \sum_{\tilde{\alpha'}} \tilde{T}(a', b', c', J', l'_{cm}, \tilde{\alpha'})
$$

(124)

$$
\times \sum_{\iota} c_{\alpha,\iota} \sum_{\iota'} c_{\alpha',\iota'} \langle E_i J_{TM} | \hat{V}_{NNN} | E'_{i'} J'_{TM} \rangle.
$$

After precomputing of the $\tilde{T}$-coefficients we end up with the CFPs, the Jacobi matrix elements and the $\tilde{T}$-coefficients, saved to memory. To determine the m-scheme matrix elements we just have to loop over a couple of indices and read out the right values from memory. The massive memory consumption of the $\tilde{T}$-coefficients is the major limitation of formula (124). In Fig. 6 we illustrate that already for a three-body energy larger than $E_{3_{\text{max}}} = 8$ the memory required for the $\tilde{T}$-coefficients becomes larger than 16 GB. Similarly, the set of m-scheme matrix elements, that needs to be kept in RAM for the many-body calculations, exceeds 16 GB for $E_{3_{\text{max}}} > 8$ as shown in Fig. 7. Due to the
Figure 6: Memory requirements for the $\tilde{T}$-coefficient: The figure shows the memory requirements of the nonzero $\tilde{T}(a, b, c, J, l_{cm}, \alpha)$ up to the three-body energy limit $E_{3\text{max}}$. To find the right $T$-coefficient we used a memory scheme where apart from $\tilde{T}$ also $J, l_{cm}, \alpha$ are saved. Note that it is a logarithmic plot.
Figure 7: **Memory requirements for the m-scheme matrix elements:** The figure shows the memory requirements of the nonzero m-scheme interaction matrix elements up to the three-body energy limit $E_{3_{max}}$. The matrix elements are saved in double precision. Note that it is a logarithmic plot.
exponential growth of the required memory with increasing energy $E_{\text{3max}}$, we have to apply a new concept, discussed in the next subsection.

### 4.6.1 Implementation of the $J$-coupling

A remedy for the limitations discussed in the previous subsection is a simple trick. We save the matrix elements in a $J$-coupled representation and decouple them on the fly during the many-body calculation. Because the coupled basis has a smaller dimension, we have a smaller number of matrix elements.

We adopt a very simple coupling scheme:

First, we $jj$-couple the particles 1 and 2 of the m-scheme state as well as their isospin. Next, we couple the resulting $J_{ab}$ with $j_c$ and $t_{ab}$ with $t_c$, yielding

$$a\langle\{(n_a l_a, s_a)j_a, j_b\}J_{ab}, (n_c l_c, s_c)j_c\}\rangle \mathcal{J} \mathcal{M}_J; \ [(t_a t_b) t_{ab}, t_c] T M_T [125]$$

$$= \sum_{m_a m_b m_c} \sum_{m_{ta} m_{tb} m_{tc}} c \left( \begin{array}{ccc} j_a & j_b & J_{ab} \\ m_a & m_b & M_{ab} \end{array} \right) c \left( \begin{array}{ccc} t_a & t_b & t_{ab} \\ m_{ta} & m_{tb} & m_{t_{ab}} \end{array} \right)$$

$$\times c \left( \begin{array}{ccc} J_{ab} & j_c & \mathcal{J} \\ M_{ab} & m_c & \mathcal{M}_J \end{array} \right) c \left( \begin{array}{ccc} t_{ab} & t_c & T \\ m_{t_{ab}} & m_{tc} & M_T \end{array} \right)$$

$$\times a\langle(n_a l_a, s_a)j_a m_{ta} t_{ta} (n_b l_b, s_b)j_b m_{tb} t_{tb} (n_c l_c, s_c)j_c m_{tc} t_{tc} \rangle,$$
with $M_{ab} = m_a + m_b$, $\mathcal{M}_J = M_{ab} + m_c$, $m_{ab} = m_a + m_b$ and $M_T = m_{ta} + m_{tc}$.

For the matrix elements in the J-coupled basis we obtain

$$a \langle [(ab)J_{ab}, c]\mathcal{J} \mathcal{M}_J ; [(t_a t_b, t_c)TM_T]\hat{V}_{NNN}$$

$$\times \ [(a'b')J'_{ab}, c']\mathcal{J} \mathcal{M}_J ; [(t_a t_b', t_c)TM_T]\rangle_a$$

$$= \sum \sum \sum \sum \sum \times c\left(\begin{array}{ccc}j_a & j_b & J_{ab} \\ m_a & m_b & M_{ab}\end{array}\right)c\left(\begin{array}{ccc}t_a & t_b & t_{ab} \\ m_{ta} & m_{tb} & m_{t_{ab}}\end{array}\right)$$

$$\times c\left(\begin{array}{ccc}J_{ab} & J_c & \mathcal{J} \\ M_{ab} & m_c & \mathcal{M}_J\end{array}\right)c\left(\begin{array}{ccc}t_{ab} & t_c & T \\ m_{ta} & m_{tc} & m_{t_{ab}}\end{array}\right)c\left(\begin{array}{ccc}J'_{ab} & J'_c & \mathcal{J} \\ M'_{ab} & m'_c & \mathcal{M}_J\end{array}\right)c\left(\begin{array}{ccc}t'_{ab} & t'_c & T \\ m'_{ta} & m'_{tc} & m'_{t_{ab}}\end{array}\right)$$

$$\times a \langle abc|\hat{V}_{NNN}|a'b'c'\rangle_a,$$

where one has to insert (124) for the m-scheme matrix elements. Now one can apply

the orthogonality relation of the Clebsch-Gordan coefficients

$$\sum_{m_1 m_2} c\left(\begin{array}{ccc}j_1 & j_2 & J_{12} \\ m_1 & m_2 & m_{12}\end{array}\right)c\left(\begin{array}{ccc}j_1 & j_2 & \tilde{J}_{12} \\ m_1 & m_2 & \tilde{m}_{12}\end{array}\right) = \delta_{J_{12}\tilde{J}_{12}}\delta_{m_{12}\tilde{m}_{12}},$$

(127)

to the Clebsch-Gordans obtained from the J-coupling and those contained in the $\hat{T}$-coefficients of the m-scheme matrix element. In the expression for the J-coupled matrix elements this leads to a vanishing of all Clebsch Gordans and sums over $m$-quantum numbers as well as of the sums over $j_{12}$, $j'_{12}$, $t_{ab}$ and $t'_{ab}$.

In the following, interaction matrix elements will be expressed in the J-coupled basis

$$a \langle [(ab)J_{ab}, t_{ab}, c]|\mathcal{J} T| = a \langle \{(n_a l_a, s_a)j_a, j_b\}J_{ab}, (n_c l_c, s_c)j_c\}|\mathcal{J}|\langle [(t_a t_b)t_{ab}, t_c]T,$$
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where $M_J$ and $M_T$ are omitted, because the initial Jacobi matrix elements are independent of those quantum numbers. Note that the $M_T$ independence of the Jacobi matrix elements of the NNN interaction is only an approximation. After dropping the $M_T$ quantum number and applying the orthogonality relation of the Clebsch-Gordan coefficients, we obtain the following expression for the $J$-coupled matrix elements

$$
\langle [\{ab\} J_{ab} t_{ab}, c] J T | \hat{V}_{NNN} | [\{a'b'\} J'_{ab} t'_{ab}, c'] J T \rangle_a
$$

$$
= 6 \sum_{n_c m_c n_{12} l_{12} n_3 l_3} \sum_{s_{ab} \tilde{J}_{12} \tilde{J}_3} \sum_{J J' \tilde{J}} \sum_{i i'} T_J
\begin{bmatrix}
\tilde{a} & \tilde{b} & \tilde{c} & J_{ab} & J & \tilde{J} & n_c & l_c & n_{12} & l_{12} & n_3 & l_3 & s_{ab} & \tilde{J}_{12} & \tilde{J}_3
\end{bmatrix}
\begin{bmatrix}
\tilde{a}' & \tilde{b}' & \tilde{c}' & J'_{ab} & J & \tilde{J}' & n'_{12} & l'_{12} & n'_3 & l'_3 & \tilde{J}'_{12} & \tilde{J}'_3
\end{bmatrix}
\times c_{a,i} \begin{bmatrix}
n_{12} & l_{12} & n_3 & l_3 & s_{ab} & \tilde{J}_{12} & \tilde{J}_3 & J & t_{ab} & T & i
\end{bmatrix}
\begin{bmatrix}
n'_{12} & l'_{12} & n'_3 & l'_3 & s'_{ab} & \tilde{J}'_{12} & \tilde{J}'_3 & J & t'_{ab} & T & i'
\end{bmatrix}
\times \langle E i J T | \hat{V}_{NNN} | E' i' J T \rangle ,
$$

(128)
with the $T_J$-coefficient

$$
T_J \begin{bmatrix}
\tilde{a} & \tilde{b} & \tilde{c} & J_{ab} & J & J \\
nc & l_{cm} & n_{12} & l_{12} & n_3 & l_3 \\
s_{ab} & j_{12} & j_3
\end{bmatrix}
$$

$$
= \{\langle n_{cm}l_{cm} | \otimes \langle \alpha | \}^J [(ab)J_{ab}t_{ab}, c] \mathcal{J}T
$$

$$
= \sum_{L_{ab}} \sum_{L_{12}} \sum_{L} \sum_{S} \sum_{\Lambda} \sum_{L} (-1)^{l_{c}+\Lambda+L_{ab}+L+S+l_{12}+J}
$$

$$
\times \delta_{2n_a+l_a+2n_b+l_b+2n_c+l_c, 2n_{cm}+l_{cm}+2n_{12}+l_{12}+2n_3+l_3}
$$

$$
\times \langle j_{a} j_{b} j_{c} L_{ab} ^{2} s_{ab} l_{ab} L_{12} ^{2} S ^{2} L ^{2} J_{12} j_{ab} j_{bc} \rangle
$$

$$
\times \left\{ \begin{array}{ccc}
l_a & l_b & L_{ab} \\
s_a & s_b & s_{ab} \\
j_a & j_b & J_{ab}
\end{array} \right\} \left\{ \begin{array}{ccc}
l_c & l_3 & L \\
s_c & s_c & S \\
j_c & j_3 & J
\end{array} \right\} \left\{ \begin{array}{ccc}
l_{cm} & l_{12} & L \\
l_{12} & L_{ab} & L
\end{array} \right\} \left\{ \begin{array}{ccc}
l_{cm} & L & L \\
l_{cm} & L & L
\end{array} \right\}
$$

$$
\times \langle \langle N_{12} L_{12}, n_{12} l_{12} | n_{a} l_{a}, n_{b} l_{b}; L_{ab} \rangle \rangle_1 \langle n_{cm} l_{cm}, n_{3} l_{3} | N_{12} L_{12}, n_{c} l_{c}; \Lambda \rangle \rangle_2.
$$

Note that due to the vanished Clebsch-Gordans there is no direct $t_{ab}$ and $T$ dependence of the $T_J$-coefficient, even the quantum numbers appear in the scalar product $\{\langle n_{cm} l_{cm} | \otimes \langle \alpha | \}^J [(ab)J_{ab}t_{ab}, c] \mathcal{J}T\}$. Again, the $n_{cm}$ dependence vanishes owing to the Kronecker delta in (129). In Eq. (128) and (129) the single particle indices $\tilde{a}, \tilde{b}, \tilde{c}$ now only correspond to the quantum numbers $n_{a} l_{a}, n_{b} l_{b}, n_{c} l_{c}$. The single-particle $m$ quantum numbers have disappeared, which decreases the basis dimension. The improvements resulting from the J-coupling regarding the memory needed to store the $T_J$-coefficients and the J-coupled matrix elements are illustrated in Fig. 8 and 9, respectively. After the $J$-coupling the memory needed for storing both quantities for $E_{3\max} = 8$ is now in the range of some MB, far away from the initial 16 GB of the m-scheme version.
The limit of 16 GB is now reached at $E_{3\text{max}} = 12$.

4.6.2 Problems and limits of the implementation

Even if we use the $J$-coupled matrix elements, the required memory shows a polynomial increase with $E_{3\text{max}}$, which is illustrated in Fig. 8 and 9. So with the new improvements we still have the same type of limitation, but now at a higher energy, what is very important for the convergence of the many-body calculations, as we will see in Sec. 6. Besides this limitation, there are also other problems occurring with increasing energy.

For instance, to accelerate the transformation code we precompute not only the $T_J$-coefficients, but also the occurring 6-j and 9-j symbols as well as the Clebsch-Gordan coefficients and the harmonic oscillator brackets. All these precomputed quantities have to fit into the memory and their size also increases polynomially with $E_{3\text{max}}$. In a word, there are also many other quantities used for the implementation of the transformation which increase with the energy, due to this one has to be very careful with the memory management.

At the moment we are able to perform the transformation code for $E_{3\text{max}} = 12$, this basis space is already larger than any other space used for the three-body interaction. In addition, we plan to expand our transformation code to a basis space corresponding to $E_{3\text{max}} = 16$ for nodes with 16 GB RAM. In order to achieve this we will split our transformation to several nodes so that just a part of the $T_J$-coefficients have to be imported to the RAM of one node. At this energy also the limit of the many-body calculation code is reached. For $E_{3\text{max}} > 14$ the number of m-scheme matrix elements becomes so large, that the eigenvalue problem cannot be solved anymore (depending on the many-body method and on the observed nuclei).
Figure 8: **Memory requirements for the $T_J$-coefficient:** The figure shows the memory requirements of the nonzero $T_J(a, b, c, J, l_{cm}, \alpha)$ up to the three-body energy limit $E_{3\text{max}}$. To find the right $T$-coefficient we used a memory scheme where besides $T$, also the indices $J, l_{cm}, \alpha$ are saved. Note that it is a logarithmic plot.
Figure 9: Memory requirements for the J-coupled m-scheme matrix elements: The figure shows the memory requirements of the J-coupled m-scheme interaction matrix elements up to the three-body energy limit $E_{3\text{max}}$. The matrix elements are saved in double precision. Note that it is a logarithmic plot.
The topic of this section is the similarity renormalization group (SRG) transformation, which is used to make the $\chi$EFT interaction softer to accelerate the convergence of the many-body calculations. In the first subsection we describe the basic concepts of the SRG, in the second we describe the application of the SRG transformation to the three-body interaction, in the third section we explain the implementation of the SRG evolution and finally in the fourth section we show the impact of the SRG transformation to the form of the Hamilton matrix.

5.1 Basic concepts

Besides the unitary correlation operator method (UCOM) [24] the SRG method provides an alternative way to handle short-range correlations by pre-diagonalization of the interaction in momentum space [25], leading to a phase-shift equivalent potential. As in the UCOM, the basic idea of SRG is to transform an initial Hamiltonian $\hat{H}_0$ by an unitary transformation

$$\hat{H}_\alpha = \hat{U}_\alpha^\dagger \hat{H}_0 \hat{U}_\alpha,$$

(130)

with the $\alpha$-dependent unitary operator $\hat{U}_\alpha$. Unitary transformations do not change the spectrum of the Hamiltonian.

In order to obtain a diagonalization of the Hamiltonian $\hat{H}_\alpha$ in a particular basis representation, a renormalization group flow equation [26] is formulated that induces a continuous flow of $\hat{H}_\alpha$ to a diagonal form with increasing flow parameter $\alpha$. How such a transformation must be structured is shown in the following and also in [27]. The derivative of the Hamiltonian is given by

$$\frac{d\hat{H}_\alpha}{d\alpha} = \frac{d}{d\alpha}(\hat{U}_\alpha^\dagger \hat{H}_0 \hat{U}_\alpha) = \frac{d\hat{U}_\alpha^\dagger}{d\alpha} \hat{H}_0 \hat{U}_\alpha + \hat{U}_\alpha^\dagger \hat{H}_0 \frac{d\hat{U}_\alpha}{d\alpha},$$

(131)

with

$$\hat{U}_\alpha^\dagger \hat{U}_\alpha = \hat{1} \Rightarrow \frac{d}{d\alpha} \left( \hat{U}_\alpha^\dagger \hat{U}_\alpha \right) = 0 \Rightarrow \frac{d}{d\alpha} \hat{U}_\alpha^\dagger = -\hat{U}_\alpha^\dagger \frac{d\hat{U}_\alpha}{d\alpha} \hat{U}_\alpha^\dagger,$$
leading to

\[
\frac{dH_\alpha}{d\alpha} = -\hat{U}_\alpha \frac{d\hat{U}_\alpha}{d\alpha} \hat{H}_0 \hat{U}_\alpha + \hat{U}_\alpha \hat{H}_0 \hat{U}_\alpha \frac{d\hat{U}_\alpha}{d\alpha},
\]

(132)

where we replaced \( \frac{d\hat{U}_\alpha}{d\alpha} \) in the first term and inserted an identity operator in the second term. Introducing the anti-Hermitian generator \( \hat{\eta}_\alpha = -\hat{U}_\alpha \frac{d\hat{U}_\alpha}{d\alpha} = -\hat{\eta}^\dagger_\alpha \) one obtains the following initial-value problem

\[
\frac{dH_\alpha}{d\alpha} = [\hat{\eta}_\alpha, \hat{H}_\alpha], \quad \text{with} \quad \hat{H}_0 = \hat{H}_{\alpha=0}.
\]

(133)

Generally, one can transform an arbitrary operator \( \hat{O} \) by the SRG flow equation

\[
\frac{d\hat{O}_\alpha}{d\alpha} = [\hat{\eta}_\alpha, \hat{O}_\alpha],
\]

(134)

where the generator has the general form \( \hat{\eta}_\alpha = [\hat{\xi}, \hat{H}_\alpha] \). We have to keep in mind that the generator \( \hat{\eta}_\alpha \) depends on the Hamiltonian \( \hat{H}_\alpha \). Because of this dependence one always has to evolve the Hamiltonian to transform an arbitrary operator. There are various choices for the generator \( \hat{\eta}_\alpha \), i.e., for the operator \( \hat{\xi} \) entering the generator.

Let us concentrate again on the evolution of the Hamiltonian. The choice of \( \hat{\eta}_\alpha \) determines the basis in which the Hamiltonian is pre-diagonalized [28]. In general, for a many-body basis \( \{ |i\rangle \} \), the generator

\[
\hat{\eta}_\alpha = [\text{diag}(\hat{H}_\alpha), \hat{H}_\alpha], \quad \text{with} \quad \text{diag}(\hat{H}_\alpha) = \sum_i |i\rangle \langle i| \hat{H}_\alpha |i\rangle \langle i|,
\]

(135)

is an evident choice for the diagonalization of the Hamiltonian with respect to the basis \( \{ |i\rangle \} \).

In the following we use the generator \( \hat{\eta}_\alpha = (2\mu)^2[\hat{T}_{\text{int}}, \hat{H}_\alpha] \) with the intrinsic kinetic energy operator

\[
\hat{T}_{\text{int}} = \hat{T} - \hat{T}_{\text{cm}} = \frac{\hat{q}^2}{2\mu},
\]

(136)

(137)

with the total kinetic energy operator \( \hat{T} \) and the center-of-mass kinetic energy operator \( \hat{T}_{\text{cm}} \). In Eq. (137) we assume equal proton and neutron masses and thus a reduced nucleon mass \( \mu = \frac{m_N}{2} \). In an \( A \)-body space the kinetic energy operator for equal proton
and neutron masses is given by

\[ \hat{T}_{int} = \frac{1}{A\mu} \sum_{i<j} \vec{q}_{ij}^2, \]  

(138)

with the relative momentum operator \( \vec{q}_{ij} = \frac{\hat{p}_i - \hat{p}_j}{2} \) for the particles \( i \) and \( j \).

The flow equation with this generator is given by

\[
\frac{d\hat{H}_\alpha}{d\alpha} = [\hat{\eta}_\alpha, \hat{H}_\alpha] = (2\mu)^2 \left( [\hat{T}_{int}, \hat{H}_\alpha] \hat{H}_\alpha - \hat{H}_\alpha [\hat{T}_{int}, \hat{H}_\alpha] \right),
\]

(139)

\[
= (2\mu)^2 \left( \hat{T}_{int} \hat{H}_\alpha \hat{H}_\alpha - 2 \cdot \hat{H}_\alpha \hat{T}_{int} \hat{H}_\alpha + \hat{H}_\alpha \hat{H}_\alpha \hat{T}_{int} \right).
\]

(140)

The occurrence of the intrinsic kinetic energy \( \hat{T}_{int} \) in the flow equation leads to a decoupling of the high- and low-momentum parts of the Hamiltonian \( \hat{H}_\alpha \), which causes a softer and more convergent potential [29]. For instance, in two-body space the generator leads to a diagonalization of the Hamiltonian in a \( L S \)-coupled relative-momentum basis \( \{ | q(\text{LS})JM_ISM_T \rangle \} \). Since we do not plan to use basis states in momentum space, but in harmonic-oscillator space, our generator does not lead to an exact diagonal Hamiltonian, but to a pre-diagonalization through the SRG evolution (see Sec. 5.4). More important is that a SRG transformation slides the effects of the interaction to lower energetic basis spaces. So that we can describe also high-energetic effects in a low-energetic basis space and thus accelerate the convergence behavior with the energy.

5.2 Application to the NN+NNN interaction and subtraction procedure

We apply the SRG transformation to the NN+NNN interaction and discuss the occurring problems. Because we will only deal with operators in this section, we omit the hat notation. First, we consider the initial Hamiltonian \( H_0 \) with two- and three-body interactions, which we obtained from chiral effective field theory

\[ H_0 = T_0^{\text{int}} + V_0^{NN} + V_0^{NNN}. \]

(141)

We have to deal with different one- , two- and three-body interaction operators, which also can be SRG transformed, as well as induced interaction contributions. To keep track of the various interaction operators and matrix elements of this section we will introduce
the following notation:

- The index below indicates the kind of interaction and the upper index in squared brackets indicates the “irreducible” \( n \)-body contributions of the operator, where \( n \) corresponds to the smallest particle number of a basis, which is necessary to represent the operator completely. For instance, the untransformed NN interaction operator \( V_{NN}^{[2]} \) has an irreducible two-body part. To denote that the operator is SRG transformed we will use a tilde. In addition we will also deal with matrix elements of an operator, this means an operator in a certain basis representation. To indicate a matrix element we will use angle brackets with an upper index in round brackets denoting the particle number of the representing basis. For instance \( \langle \tilde{V}_{NN}^{[3]} \rangle^{(4)} \) are the matrix elements of the irreducible three-body part of the SRG-transformed NN interaction represented in a four-body basis.

Equation (141) in the upper notation reads

\[
H^{[2,3]} = T_{int}^{[2]} + V_{NN}^{[2]} + V_{NNN}^{[3]}.
\]  

(142)

One of the challenging features of the SRG is that a transformation of an irreducible \( n \)-body interaction \( V^{[n]} \) leads to an interaction \( \tilde{V}_{[n,n+1,...,A]} = \tilde{V}^{[n]} + \tilde{V}^{[n+1]} + \ldots \), which contains also irreducible \( m \)-body interactions, with \( n \leq m \leq A \) [30]. If we apply the SRG transformation to the irreducible two-body part of the interaction we do not just obtain an irreducible two-body part in the SRG-transformed interaction, but also an induced irreducible three-body part. This makes the transformation more complicated, because it is necessary to distinguish between the irreducible two- and three-body parts of our untransformed Hamiltonian (see Appendix A.3).

First of all, we list some basic properties of the SRG transformation, which are necessary to understand our SRG approach:

- As already mentioned a SRG-transformed irreducible \( n \)-body interaction contains also irreducible \( m \)-body contributions with \( n \leq m \leq A \). Note that the irreducible one-body contributions of an operator are invariant under the SRG transformation, but induces irreducible \( m \)-body contributions with \( 2 \leq m \leq A \) [24]. For instance, the SRG transformation of the kinetic energy operator \( T^{[1]} \), which is an irreducible one-body operator, yields \( \tilde{T}_{[1,2,...,A]} = T^{[1]} + \tilde{T}^{[2]} + \tilde{T}^{[3]} + \ldots \), where the irreducible one-body contribution \( T^{[1]} \) stay unchanged.
Let us have a look at the SRG-transformed intrinsic kinetic energy operator

\[ \tilde{T}_{int}^{[2,\ldots ,A]} = \tilde{T}_{int}^{[2]} + \tilde{T}_{int}^{[3]} + \tilde{T}_{int}^{[4]} + \ldots , \]

\[ = T_{int}^{[2]} + \left( \tilde{T}_{int}^{[2]} - T_{int}^{[2]} \right) + \tilde{T}_{int}^{[3]} + \tilde{T}_{int}^{[4]} + \ldots , \]

where \( T_{int}^{[2]} \) is the untransformed intrinsic kinetic energy operator and \( \tilde{T}_{int}^{[k]} \), with \( k \geq 2 \), are the irreducible \( k \)-body parts of the SRG-transformed intrinsic kinetic energy. We point out that \( \tilde{T}_{int}^{[2]} \) contains the induced part as well as the SRG-transformed genuine irreducible two-body contributions. For brevity we will absorb the induced terms \( \tilde{T}_{int}^{[k]} \), with \( k \geq 3 \) as well as the term \( \left( \tilde{T}_{int}^{[2]} - T_{int}^{[2]} \right) \) in the NN terms of the nucleon interactions.

To solve the initial-value problem of the flow equation, one has to represent the interaction operators in an appropriate basis and perform the SRG evolution for the individual matrix elements

\[
\frac{d\langle i|H_\alpha|i'\rangle}{d\alpha} = (2\mu)^2 \left( \sum_{j,j'} \langle i|T_{int}|j\rangle \langle j|H_\alpha|j'\rangle \langle j'|H_\alpha|i'\rangle \right. \\
- 2 \cdot \sum_{j,j'} \langle i|H_\alpha|j\rangle \langle j|T_{int}|j'\rangle \langle j'|H_\alpha|i'\rangle \\
+ \sum_{j,j'} \langle i|H_\alpha|j\rangle \langle j|H_\alpha|j'\rangle \langle j'|T_{int}|i'\rangle \right), \tag{143}
\]

where \( |i\rangle \) are the \( n \)-body basis states.

If one uses a \( n \)-body basis, with \( n < A \), for this evolution one discards all higher-order interaction than the \( n \)-body order.

By the phrase “SRG evolution in a \( n \)-body basis” we mean that during the SRG evolution the operators are represented in a special basis by inserting several identity operators, see Eq. (143). These identity operators should be constructed in an \( A \)-body Hilbert space for an \( A \) particle system, to consider all induced interaction parts up to the irreducible \( A \)-body contribution. The problem is that we cannot insert the complete \( n \)-body identity operator \( \hat{1} = \sum |i\rangle \langle i| \), because it consists of an infinite number of basis states \( |i\rangle \). Therefore, we have to restrict the basis space. For example in the three-body space we use the Jacobi basis states \( \{ |n_{cm}l_{cm}\rangle \otimes |E_{iJT}\rangle \}^{J,M_J} \) (see Chapter 4) up to a certain energy quantum num-
ber $E_{3\text{max}}^{(\text{SRG})} \geq 2n_{cm} + l_{cm} + E$ and for a two-body space we use the Jacobi basis states up to the energy quantum number $E_{2\text{max}}^{(\text{SRG})}$. This limited basis states span the model space. The energy quantum-number limit and the corresponding model space must be large enough, so that the effect of the neglected basis states approximately vanishes. Due to this we have to investigate the convergence of the many-body calculations for interactions SRG transformed in different model spaces. The model space of an $A$-body basis would be too large to achieve such a convergence, moreover we will only use irreducible two- and three-body interaction contributions for the many-body calculation, therefore, we restrict the SRG evolution to a two- and three-body space.

- To solve the initial-value problem (133) one evolves $\alpha$ (see Sec. 5.3), with a sufficient small step size. In our implementation we use a Runge–Kutta method with an adaptive step size. During every evolution step higher-order interactions are induced and with rising $\alpha$-parameter these higher-order induced contributions increase [30].

- For a certain energy limit the model space in Jacobi basis is smaller than the model space in the m-scheme basis, therefore, we will perform the SRG transformation in the two- and three-body Jacobi basis.

To construct the SRG-transformed Hamiltonian in a form, where the irreducible two- and three-body contributions are separated

$$
\tilde{H}^{[2,3]} = T_{int}^{[2]} + \tilde{V}_{NN}^{[2]} + \left( \tilde{V}_{NN}^{[3]} + \tilde{V}_{NNN}^{[3]} \right),
$$

one can use the intrinsic kinetic energy operator $T_{int}^{[2]}$ of the initial Hamiltonian, because the corresponding induced terms $\tilde{T}^{[3]}_{int}$ as well as $\left( \tilde{T}^{[2]}_{int} - T_{int}^{[2]} \right)$ will be absorbed in $\tilde{V}_{NN}^{[2]}$ and $\tilde{V}_{NN}^{[3]}$, respectively, to abbreviate the expression for the transformed Hamiltonian $\tilde{H}^{[2,3]}$.

The irreducible two-body part $\tilde{V}_{NN}^{[2]}$ results from a SRG transformation of the genuine NN interaction in the two-body space, this means one inserts identity operators in a two-body Hilbert space (see Subsec. 5.3.1), which is equivalent to a projection to the two-body space, so that the induced irreducible three-body part is discarded.

The irreducible three-body contributions are more complicated, because they consist of $\tilde{V}_{NN}^{[3]}$, the induced irreducible three-body contribution from the NN interaction, as well as of the genuine three-body interaction, which is SRG transformed in three-body space $\tilde{V}_{NNN}^{[3]}$. First, one considers the initial matrix elements $\langle V_{NN+NNN}^{[2,3]} \rangle^{(3)} := \langle V_{NN}^{[2]} \rangle^{(3)} + \langle V_{NN}^{[3]} \rangle^{(3)} + \langle V_{NNN}^{[3]} \rangle^{(3)}$. 
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\[ \langle \tilde{V}_{NN+NNN}^{[3]} \rangle^{(3)} \] given in a three-body Jacobi basis and perform a SRG transformation in three-body space (see Subsec. 5.3.2), obtaining the matrix elements \( \langle \tilde{V}_{NN+NNN}^{[2]} \rangle^{(3)} + \langle \tilde{V}_{NN}^{[3]} \rangle^{(3)} + \langle \tilde{V}_{NNN}^{[3]} \rangle^{(3)} \). At this point we got the SRG-transformed matrix elements \( \langle \tilde{V}_{NN+NNN}^{[2]} \rangle^{(3)} \) and \( \langle \tilde{V}_{NN}^{[2]} \rangle^{(2)} \) in Jacobi basis representation. In the next step we transform these matrix elements to the m-scheme (or J-coupled scheme see Chapter 4) and convert the two-body m-scheme matrix elements \( \langle \tilde{V}_{NN}^{[2]} \rangle^{(2)} \) to \( \langle \tilde{V}_{NN}^{[2]} \rangle^{(3)} \) in the three-body m-scheme basis (see Appendix A.2). Next we perform a subtraction of the NN interaction matrix elements from the NN+NNN interaction matrix elements in the three-body m-scheme to obtain the m-scheme matrix elements

\[
\langle \tilde{V}_{NN+NNN}^{[3]} \rangle^{(3)} := \langle \tilde{V}_{NN}^{[3]} \rangle^{(3)} + \langle \tilde{V}_{NNN}^{[3]} \rangle^{(3)}.
\]

(145)

Note that the operator \( \tilde{V}_{NN+NNN}^{[3]} \) does not contain an irreducible two-body contribution, but only an irreducible three-body contribution.

Due to the fact that the NN+NNN interaction matrix elements \( \langle \tilde{V}_{NN+NNN}^{[3]} \rangle^{(3)} \) of the isospin projection \( M_T \), which is an approximation, also the \( \langle \tilde{V}_{NN}^{[2]} \rangle^{(2)} \) matrix elements has to be \( M_T \) independent to perform the subtraction consistently. Thus, the \( \langle \tilde{V}_{NN}^{[2]} \rangle^{(2)} \) matrix elements for the SRG subtraction and for the many-body calculation will not be the same, because we want to include the isospin projection dependence of the NN interaction (like the Coulomb interaction and the isospin breaking of the strong interaction) in the many-body calculation. In other words we consider the \( M_T \) dependence of the irreducible two-body contribution \( \tilde{V}_{NN}^{[2]} \), but not of the irreducible three-body contributions \( \tilde{V}_{NN}^{[3]} \) and \( \tilde{V}_{NNN}^{[3]} \). The consistency is an important issue one has to take account of for the subtraction procedure. For the subtraction the \( \alpha \) parameter and the model space for the SRG evolution has to be the same for all involved interactions. Thus, the limits \( E_{2\text{max}}^{(SRG)} \) and \( E_{3\text{max}}^{(SRG)} \), for the two- and three-body basis states, have to be equal, and we will call this limit \( E_{\text{max}}^{(SRG)} := E_{2\text{max}}^{(SRG)} = E_{3\text{max}}^{(SRG)} \) in the following. Note that the SRG model spaces for the subtraction have to be the same, but the SRG model space, for irreducible two-body interactions used in the many-body calculation, can be chosen much larger.

As outlook we want to mention that the subtraction could also be performed in the Jacobi basis. This also enable to perform a consistent subtraction, if one uses a more flexible model space spanned by basis states with a limited energy quantum number \( E_{\text{max}}^{(SRG)} (J) \), where the limit depends on the angular momentum \( J \) of the intrinsic Jacobi state. Because the effect of a SRG model space part to a certain target state does not
only depend on the energy of the model space part, but also depends on the angular momentum. For instance one would expect that effect of the SRG model space part to the ground state of a light nuclei is basically determined by the basis states with a small angular momentum. Therefore, it is adequate to use a SRG model space with large energy quantum-number limits $E_{\text{max}}^{(\text{SRG})}(J)$ for basis states with small angular momentum and decline the limit with increasing angular momentum. These SRG transformations are a budding subject we want to investigate in the future.

5.3 Implementation of the SRG evolution

Now that we have discussed the basic procedure to obtain the SRG matrix elements, we will have a closer look at the implementation of the SRG evolution. As we know from Section 5.2 we have to perform separate calculations, a transformation of $V_{NN}^{[2]}$ with $M_T$ dependence to obtain $\langle \tilde{V}_{NN}^{[2]} \rangle^{(2)}$, a SRG transformation of $V_{NN}^{[2]}$ without $M_T$ dependence for the subtraction and a SRG run with $V_{NN+NNN}^{[2,3]}$. In the following we do not differentiate between the first two runs. Remember that the irreducible two- and three-body contributions from the intrinsic kinetic energy, caused by the SRG transformation, are included in the NN interaction terms.

5.3.1 SRG transformation of $V_{NN}^{[2]}$

We perform the SRG evolution in the two-body Jacobi basis, therefore, the NNN interaction part will not be considered and we use the Hamiltonian $H_{\alpha}^{[2]} = T_{\text{int}}^{[2]} + V_{\alpha,N,N}^{[2]}$. The flow equation for $H_{\alpha}^{[2]}$ is given by

$$
\frac{dH_{\alpha}^{[2]}}{d\alpha} = [H_{\alpha}^{[2]}, H_{\alpha}^{[2]}] = (2\mu)^2 \left[ [T_{\text{int}}^{[2]}, H_{\alpha}^{[2]}], H_{\alpha}^{[2]} \right],
$$

$$
= (2\mu)^2 \left( T_{\text{int}}^{[2]} H_{\alpha}^{[2]} H_{\alpha}^{[2]} - 2H_{\alpha}^{[2]} T_{\text{int}}^{[2]} H_{\alpha}^{[2]} + H_{\alpha}^{[2]} H_{\alpha}^{[2]} T_{\text{int}}^{[2]} \right),
$$

(146)

where we skipped the tilde notation and indicate the $\alpha$ dependence directly by the lower index.

A representation of (146) in the model space of the two-body Jacobi basis (see Eq. (143)) leads to some matrix multiplications and additions on the right-hand side. The two-body Jacobi matrix elements of the kinetic energy $\langle T_{\text{int}}^{[2]} \rangle^{(2)}$ and the Hamiltonian $\langle H_{\alpha}^{[2]} \rangle^{(2)}$ are stored to memory so the evaluation of (146) is easy to perform, providing
the matrix elements of the derivative $\langle \frac{dH_\alpha^{[2]} }{d\alpha} \rangle^{(2)}$. As mentioned before, we use a Runge-Kutta method, but for simplification we will show the procedure with an Euler algorithm to point out the principle. Let us start with the matrix element $\langle H_\alpha^{[2]} \rangle^{(2)}$ of a Hamiltonian evolved to the parameter $\alpha$. In the Euler algorithm we multiply the matrix element $\langle \frac{dH_\alpha^{[2]} }{d\alpha} \rangle^{(2)}$ with the step size of $\alpha$ to obtain the change $\Delta \langle H_\alpha^{[2]} \rangle^{(2)}$ of the Hamilton matrix element during one evolution step, this change we can add to the initial Hamilton matrix element $\langle H_\alpha^{[2]} \rangle^{(2)}$ and get the Hamilton matrix element $\langle H_{\alpha+\Delta\alpha}^{[2]} \rangle^{(2)}$ evolved to the parameter $\alpha + \Delta\alpha$.

$$\langle H_{\alpha+\Delta\alpha}^{[2]} \rangle^{(2)} = \langle H_\alpha^{[2]} \rangle^{(2)} + \Delta \langle H_\alpha^{[2]} \rangle^{(2)} = \langle H_\alpha^{[2]} \rangle^{(2)} + \langle \frac{dH_\alpha^{[2]} }{d\alpha} \rangle^{(2)} \Delta\alpha.$$  (147)

This can be iterated until the desired $\alpha$ value is reached. It is crucial to realize that, for the SRG evolution of a single Hamilton matrix element $\langle H_\alpha^{[2]} \rangle^{(2)}$, all other Hamilton matrix elements are needed. Therefore, one has to transform all Hamilton matrix elements simultaneously.

Finally we subtract the kinetic energy matrix element $\langle T^{[2]} \rangle^{(2)}$ from the SRG-transformed Hamilton matrix element $\langle H_\alpha^{[2]} \rangle^{(2)}$ yielding the matrix element $\langle V_{\alpha,NN}^{[2]} \rangle^{(2)}$ of the SRG-transformed NN interaction.

### 5.3.2 SRG transformation of $V_{NN+NNN}^{[2,3]}$

The SRG evolution of $V_{NN+NNN}^{[2,3]}$ has to be performed in three-body space to take the three-body interaction into account. The corresponding flow equation reads

$$\frac{dH_{\alpha}^{[2,3]} }{d\alpha} = [\eta_{\alpha}^{[2,3]}, H_{\alpha}^{[2,3]}] = (2\mu)^2 [\{T^{[2]}_{int}, H_{\alpha}^{[2,3]}\}, H_{\alpha}^{[2,3]}],$$

$$= (2\mu)^2 \left(T^{[2]}_{int} H_{\alpha}^{[2,3]} - 2H_{\alpha}^{[2,3]} T^{[2]}_{int} H_{\alpha}^{[2,3]} + H_{\alpha}^{[2,3]} H_{\alpha}^{[2,3]} T^{[2]}_{int}\right), \tag{148}$$

with $H_{\alpha}^{[2,3]} = T^{[2]}_{int} + V_{\alpha,NN+NNN}^{[2]} = T^{[2]}_{int} + V_{\alpha,NN}^{[2]} + V_{\alpha,NN}^{[3]} + V_{\alpha,NNN}^{[3]}$.

We can perform the $\alpha$-evolution in the same way as above, using a model space of a three-body Jacobi basis instead of a two-body Jacobi basis. But the model space size becomes very large in the three-body basis and we cannot perform the SRG evolution of the complete Hamilton matrix due to the limited available memory. This is one of the reasons we perform the SRG transformation for every $TJP$-block separately (Fig. 10). Owing to the properties of the nuclear interaction, only matrix elements between states with the same total isospin $T$, angular momentum $J$ and parity $P$ are nonzero, thus the
Hamilton matrix exhibits a block structure in the three-body Jacobi basis representation. A separated SRG evolution of all these $TJP$-blocks is equivalent to the SRG evolution of the complete Hamilton matrix. After the SRG evolution and the kinetic energy subtraction we obtain the matrix elements $\langle V^{[2,3]}_{\alpha,NN+NNN} \rangle^{(3)}$ containing the genuine two- and three-body interactions, as well as the induced irreducible two- and three-body contributions of the intrinsic kinetic energy and the induced irreducible three-body contribution from the two-body interaction.

$$\langle E_{iJT} | \hat{H} | \tilde{E}_{i'J'T'} \rangle$$

Figure 10: **Representation of the Hamiltonian in antisymmetrized Jacobi basis:** The Hamiltonian only connects Jacobi states with same total isospin $T$, angular momentum $J$ and parity $P$. Thence, the matrix of the Hamiltonian in antisymmetric Jacobi representation exhibits a $TJP$-block structure.

### 5.4 Diagonalization of the interaction matrix

We will investigate the diagonalization properties of the implemented SRG transformation. Therefore, we examine the antisymmetrized three-body Jacobi matrix elements $\langle V^{[2,3]}_{\alpha,NN+NNN} \rangle^{(3)} = \langle E_{iJT} | V^{[2,3]}_{\alpha,NN+NNN} | E'_{i'J'T'} \rangle$ of the SRG transformed NN+NNN interaction. As mentioned in Subsec. 5.3.2 we can divide the Hamilton matrix into $TJP$-blocks and perform the SRG transformation separately. The subtraction of the intrinsic kinetic energy matrix from the Hamilton matrix yields the interaction matrix. In Fig. 11 this interaction matrix for the $TJP$-block, with $T = \frac{1}{2}$, $J = \frac{1}{2}$ and $P = +1$ is illustrated for different SRG evolution parameters $\alpha$. The states with different energy quantum number $E$ and $E'$ of the bra and ket become decoupled with increasing $\alpha$ parameter. This means that the corresponding absolute value of the matrix elements decreases. The strength of the decoupling grows with the difference between $E$ and $E'$. This leads to a more diagonal form of the $TJP$-block. Note that there is no unique choice of the CFPs (see Appendix A.1), thus, there is no unique choice for the antisymmetrized Ja-
Figure 11: TJP-block structure through the SRG transformation: The figure shows the absolute value of the matrix elements \( \langle V_{\alpha,NN+NNN}^{[2,3]} \rangle = \langle EiJT|V_{\alpha,NN+NNN}^{[2,3]}|E'i'JT \rangle \) of the NN+NNN interaction in Jacobi basis. The illustrated matrices correspond to the TJP-block with \( T = \frac{1}{2}, J = \frac{1}{2} \) and \( P = +1 \), for the SRG parameter \( \alpha = 0.00 \text{ fm}^4, \alpha = 0.02 \text{ fm}^4, \alpha = 0.08 \text{ fm}^4, \alpha = 0.16 \text{ fm}^4, \alpha = 0.32 \text{ fm}^4, \alpha = 0.64 \text{ fm}^4, \alpha = 1.28 \text{ fm}^4 \) and \( \alpha = 2.56 \text{ fm}^4 \). For the SRG transformation a model space corresponding to \( E_{\text{max}}^{(\text{SRG})} = 28 \) is used. The grid lines denote the areas for a given energy quantum number \( E \) and \( E' \) of the bra and ket Jacobi state, respectively. The more the blue color of a matrix element is saturated the larger is the corresponding absolute value.
Figure 12: TJP-block structure through the SRG transformation: The figure shows the same TJP-block as in Fig. 11 the absolute value of the matrix elements $\langle V_{\alpha,NN+NNN}^{[2,3]} \rangle = \langle E_iJT | V_{\alpha,NN+NNN}^{[2,3]} | E'_iJT \rangle$ is now averaged for the $E-E'$-region. The illustrated matrices correspond to the SRG parameter $\alpha = 0.00\, fm^4$, $\alpha = 0.02\, fm^4$, $\alpha = 0.04\, fm^4$, $\alpha = 0.08\, fm^4$, $\alpha = 0.16\, fm^4$, $\alpha = 0.32\, fm^4$, $\alpha = 0.64\, fm^4$, $\alpha = 1.28\, fm^4$ and $\alpha = 2.56\, fm^4$. The more the blue color of an $E-E'$-region is saturated the larger is the corresponding averaged absolute value.
cobi basis. Owing to this the matrix elements of an $E-E'$-region of the $TJP$-block can show also completely different behavior, depending on the choice of the CFPs. The $E-E'$-regions correspond to the parts of the $TJP$-block, where the bra has the energy quantum number $E$ and the ket has the energy quantum number $E'$. These areas are indicated by the grid lines in Fig. 11. The general properties of the SRG transformation can be observed more adequately, treating the $E-E'$-regions as a whole. Figure 12 shows the averaged absolute value of the $E-E'$-areas. As already observed also the averaged absolute values of the $E-E'$-regions transform to a more diagonal form with increasing $\alpha$-parameter. In addition we can find that the averaged absolute values for the diagonal $E-E'$-regions decrease with increasing $E$. Besides, it seems as if the transformation to a diagonal form slows down after a certain $\alpha$ parameter value. For the finite $\alpha$ parameters we will use in the following the SRG transformation does not provide a complete diagonalization of the interaction matrix elements in the antisymmetrized Jacobi basis, but a pre-diagonalization.
6 Many-body methods

The aim of the different many-body methods employed in this thesis is to solve the eigenvalue problem

$$\hat{H}|\psi_n\rangle = E_n|\psi_n\rangle,$$

derived from the stationary Schrödinger equation, with the many-body Hamilton operator $\hat{H}$, the $n$-th eigenstate $|\psi_n\rangle$ and the corresponding energy eigenvalue $E_n$. The Hamiltonian contains the SRG-transformed NN plus NNN interactions from $\chi$EFT. Before we come to the results (see Chapter 7), we will discuss the basic ideas of the many-body methods used, we point out their range of application, as well as their advantages and disadvantages. The first many-body method is the importance truncated no-core shell model (IT-NCSM), which is an extension of the no-core shell model (NCSM). Both are exact ab initio approaches and will be discussed in Sec. 6.1. The second method we use is the Hartree-Fock method, which is an approximate approach and will be discussed in Sec. 6.2.

6.1 Exact ab initio approaches

Exact ab initio approaches are very important for modern nuclear structure theory. They are necessary to investigate the properties of new interactions and they provide a connection between QCD-based interactions and nuclear structure observables. Moreover, they establish a reference point for approximative methods. Two methods are particularly successful in describing nuclei up to the mid-p-shell region, the Green’s functions Monte Carlo approach (GFMC) [31, 32] and the no-core shell model (NCSM) [17, 33, 34]. First, we want to concentrate on the NCSM to establish a basis for the explanation of the IT-NCSM.

6.1.1 No-core shell model (NCSM)

The NCSM is a special case of a configuration interaction (CI) approach. A conventional CI calculation would use a model space spanned by all Slater determinants build from a finite set of single-particle states. For instance one can use the single-particle states of the harmonic-oscillator up to a maximum energy quantum number $e_{\text{max}}$, where $e = 2n + l$, with the radial quantum number $n$ and the orbital angular momentum $l$ of a harmonic-oscillator single-particle state. In the limit $e_{\text{max}} \to \infty$ one approaches the
exact solution of the eigenvalue problem (149).

In the NCSM the model space is defined in a different way. Also in the NCSM the model space is spanned by Slater determinants \(|\phi_\nu\rangle\) consisting of harmonic-oscillator single-particle states, but not every Slater determinant, which can be constructed from a finite set of single-particle states, is used. Instead the NCSM model space is spanned by the Slater determinants up to a certain many-body excitation energy \(N_{\text{max}}\hbar\Omega\) with respect to the unperturbed Slater determinant \(|\phi_0\rangle\). Here, \(\Omega\) is the frequency associated with the harmonic oscillator basis. The unperturbed Slater determinant consists of the single-particle configurations with the lowest possible energy allowed by the Pauli principle. For illustration of the NCSM model space, we depict an exemplary configuration for a Slater determinant of \(^{16}\text{O}\) in Fig. 13. From the unperturbed configuration one proton is excited by \(\hbar\Omega\) from the p-shell \((e = 1)\) into the sd-shell \((e = 2)\) and one neutron is excited from the s-shell \((e = 0)\) by \(3\hbar\Omega\), so the whole Slater determinant is excited by \(4\hbar\Omega\) and is included in every NCSM model space with \(N_{\text{max}} \geq 4\). The exact solution of the eigenvalue problem (149) is systematically approached for \(N_{\text{max}} \to \infty\).

The NCSM has many advantages that we will discuss now. Due to the special many-body basis truncation and the use of the harmonic-oscillator basis for the single-particle states, the center-of-mass motion separates from the intrinsic motion, which is necessary to obtain translationally invariant intrinsic many-body eigenstates. Furthermore, the variational principle holds. Thus the energy eigenvalues of a NCSM calculation provide an upper bound for the exact solution of (149) for a given Hamiltonian. Moreover, the energy eigenvalues decrease with increasing size of the model space defined by \(N_{\text{max}}\). Because the contribution of a many-body configuration to a low-energy state typically decreases with increasing unperturbed excitation energy, the energy eigenvalues converge with \(N_{\text{max}}\). The NCSM is applicable for closed as well as open-shell nuclei and treats ground and excited eigenstates at the same footing. Moreover, the NCSM calculation does not only provide the energy eigenvalues \(E_n\), but the eigenstates \(|\psi_n\rangle\) as well. The eigenstates are expressed as a superposition of the many-body basis states \(|\phi_\nu\rangle\)

\[
|\psi_n\rangle = \sum_\nu C^n_\nu |\phi_\nu\rangle,
\]

(150)

where the coefficients \(C^n_\nu\), determined by the solution of the eigenvalue problem, define the eigenvector. Therefore, in principle every nuclear structure observable of the low-energy states can be extracted.

A disadvantage of the NCSM is the fast growth of the model space size with \(N_{\text{max}}\) and
The figure shows an exemplary $4\hbar\Omega$ excited configuration for the protons (disks) and neutrons (circles) of $^{16}$O arranged in an harmonic-oscillator potential. The illustrated orbits correspond to an energy quantum number $e = 2n + l$.

with the nucleon number $A$. Nowadays one can handle model space dimensions up to the order of $10^9$ or even $10^{10}$ with massive parallelization. For a NCSM calculation of $^{16}$O in a $N_{\text{max}} = 8$ model space the dimension is in the order of $10^9$, but a $8\hbar\Omega$ model space is not sufficient to obtain energy convergence, therefore, the NCSM is limited to mid-p-shell nuclei.

6.1.2 Importance truncated no-core shell model (IT-NCSM)

The importance truncated no-core shell model (IT-NCSM) [35, 36, 37] is based on bases the NCSM and extends the range of applicability to larger model spaces. The NCSM and the full CI method use a global truncation of the many-body basis, which do not account for the specific properties of the Hamiltonian and of the investigated states. As a result the model spaces contain a substantial number of basis states that are irrelevant for the description of the investigated states. The importance truncation scheme uses an additional truncation in order to neglect these irrelevant basis states from the model space, by considering to properties of the Hamiltonian and the target states. Generally the idea of importance selection, pioneered in quantum chemistry in the 1970s, can be applied to any CI method. In nuclear structure theory the application to the NCSM is at the moment the most successful approach.

Let us consider the basic concept of the IT-NCSM. We start with an approximation of the target state, called reference state $|\psi_{\text{ref}}\rangle$, carrying the correct quantum numbers of the
target state

\[ |\psi_{\text{ref}}\rangle = \sum_{\nu \in \mathcal{M}_{\text{ref}}} C_{\nu}^{(\text{ref})} |\phi_{\nu}\rangle. \]  

(151)

The reference state is a superposition of the basis states \( |\phi_{\nu}\rangle \) spanning the reference space \( \mathcal{M}_{\text{ref}} \), which is a subspace of the \( N_{\text{max}} \hbar \Omega \) model space \( \mathcal{M}_{N_{\text{max}}} \) of the NCSM. For instance one can obtain the reference state \( |\psi_{\text{ref}}\rangle \) from a NCSM calculation in a \( 2\hbar \Omega \) reference space. The next element is a priori measure for the relevance of the individual basis states \( |\phi_{\nu}\rangle \) in \( \mathcal{M}_{N_{\text{max}}} \), which are not contained in \( \mathcal{M}_{\text{ref}} \). Based on the reference state, multi-configuration perturbation theory provides a natural framework for assessing the importance of these basis states. From the amplitudes of first order perturbation to the reference state, one obtains the dimensionless measure of the importance

\[
\kappa_{\nu} = -\frac{\langle \phi_{\nu} | \hat{H} | \psi_{\text{ref}} \rangle}{\varepsilon_{\nu} - \varepsilon_{\text{ref}}},
\]

(152)

\[
= -\sum_{\mu \in \mathcal{M}_{\text{ref}}} C_{\mu}^{(\text{ref})} \frac{\langle \phi_{\nu} | \hat{H} | \phi_{\mu} \rangle}{\varepsilon_{\nu} - \varepsilon_{\text{ref}}},
\]

where \( \varepsilon_{\nu} \) can be obtained in the simplest case at the level of the independent particle picture (Møller-Pleset-type formulation). In this formulation we set \( \varepsilon_{\nu} := \varepsilon_{\text{ref}} + \Delta \varepsilon_{\nu} \), where \( \Delta \varepsilon_{\nu} \) corresponds to the excitation energy of \( \langle \phi_{\nu} | \) to the unperturbed ground state. Alternatively, in an Epstein-Nesbet partitioning, the energy \( \varepsilon_{\nu} \) is defined by the expectation value of the Hamiltonian

\[
\varepsilon_{\nu} = \langle \phi_{\nu} | \hat{H} | \phi_{\nu} \rangle.
\]

(153)

Although definition (153) appears to be the more natural choice we use the simpler Møller-Pleset-type formulation to obtain the energy \( \varepsilon_{\nu} \), because the formulation choice has no significant influence on the importance-truncated model space and for our application computational efficiency is the prime concern. Due to implementation reasons we use the SRG-transformed Hamiltonian \( \hat{H}_{\alpha}^{[1,2]} = \hat{T}_{\alpha}^{[1]} + \hat{V}_{\alpha,NN}^{[2]} \) for the importance measure in (152), without irreducible three-body contributions. We will discuss this point at the end of the subsection.

Only those basis states with an absolute value of the importance measure \( |\kappa_{\nu}| \) larger than a certain threshold \( \kappa_{\text{min}} \geq 0 \) are included in the importance-truncated model space. Due to the importance measure we do not have to solve the eigenvalue problem in the \( \mathcal{M}_{N_{\text{max}}^{}} \).
model space to determine the relevance of the individual basis states, but we are able to estimate the relevance a priori. In the importance-truncated model space we solve the eigenvalue problem. The resulting eigenstate provides a better approximation for the target state and is used as new reference state. With the new reference state one can iterate the previous steps, obtaining again an importance truncated model space and after the eigenvalue solution a better approximation for the target state. This procedure can be iterated until the reference state and energy converge.

In the following we use a sequential construction of the model space, which we will discuss now. Again we start with the first reference state $|\psi^{(1)}_{\text{ref}}\rangle$ obtained from a NCSM calculation in a $2\hbar\Omega$ model space as reference space $\mathcal{M}^{(1)}_{\text{ref}}$, where the upper index in angular brackets indicate the number of iterations. Next we extend the model space $\mathcal{M}^{(1)}_{\text{ref}}$ by $2\hbar\Omega$ excitations and obtain a $4\hbar\Omega$ model space, where we perform an a priori importance selection of the basis states. Note that we use an Hamiltonian with irreducible two- but without three-body contributions, therefore, only basis states $|\phi_\nu\rangle$ which can be produced by 1p1h- and 2p2h-excitations of the basis states in the reference space, have an importance measure $\kappa_\nu \neq 0$ and can be included to the importance truncated model space $\mathcal{M}^{(2)}_{\text{ref}}$. In $\mathcal{M}^{(2)}_{\text{ref}}$ one can solve the eigenvalue problem obtaining $|\psi^{(2)}_{\text{ref}}\rangle$. Again we extend the reference model space $\mathcal{M}^{(2)}_{\text{ref}}$ by $2\hbar\Omega$ excitations, obtaining a $6\hbar\Omega$ model space and perform the importance measure with respect to $|\psi^{(2)}_{\text{ref}}\rangle$ yielding the new importance truncated model space $\mathcal{M}^{(3)}_{\text{ref}}$ and so on. These steps can be sequentially iterated until the $N_{\text{max}}\hbar\Omega$ space is reached for which the eigenenergy converges.

The importance threshold $\kappa_{\text{min}}$ has an essential role. For the limit $\kappa_{\text{min}} \rightarrow 0$ the importance truncated model space corresponds to the NCSM model space. The aim of the IT-NCSM is to reproduce the results of the full NCSM calculation, therefore, we calculate the eigenenergies or other nuclear structure observables for different importance thresholds $\kappa_{\text{min}}$ and extrapolate the $\kappa_{\text{min}} \rightarrow 0$ limit through a polynomial fit of the order $2 - 4$. This procedure we will call threshold extrapolation.

In order to perform the IT-NCSM calculation for more than one eigenstate simultaneously, one uses the same steps as explained above with several reference states $|\psi^{(i)}_{\text{ref}}\rangle$ simultaneously, where $i = 0, ..., m$ and $m$ is the number of target states. In this case one has to include a basis state $|\phi_\nu\rangle$ to the importance truncated model space, as soon as $|\kappa^{(i)}_\nu| \geq \kappa_{\text{min}}$ holds true for at least one reference state. Thus, the dimension of the importance truncated model space increases with the number of simultaneous target states.

In order to reduce the uncertainties of the extrapolation we will use very small impor-
tance thresholds, with a minimal threshold of $\kappa_{\text{min}} = 10^{-5}$. Therefore, even if we use the importance truncation, we still deal with very large model spaces, for example for $^{16}\text{O}$ and $N_{\text{max}} = 8$ the dimension of the order $10^9$ for NCSM model space decreases to the order of $10^7$ for the IT-NCSM model space. Since the resulting eigenvalue problems are still sparse, we will use the Lanczos algorithm to solve them.

Remember that we use a Hamiltonian without irreducible three-body contributions for the importance measure (152), but for the eigenvalue problem (149) we include them. This approximation is reasonable, because the irreducible one- and two-body contributions have a much larger influence to the importance measure than the irreducible three-body contribution of the Hamiltonian. Besides, one can compare the NCSM results with the one of the IT-NCSM to check the used basis truncation.

In conclusion the IT-NCSM facilitates ab initio nuclear structure calculations beyond the domain of the full NCSM, providing the same results [35, 36] wherever the NCSM is applicable. The IT-NCSM extends the range of application to the sd-shell, keeping all the advantages of the NCSM. For instance, there is only a negligible center-of-mass contamination, the calculations provide the eigenstates for a given importance threshold, so one can ascertain other nuclear structure observables by using the threshold-extrapolation technique, and the variational principle holds.

### 6.2 Hartree-Fock method

In the Hartree-Fock scheme, the many-body state is approximated by a single Slater determinant [23, 38, 39]. In second quantization this Slater determinant for an $A$-particle system reads

$$ |\Phi\rangle = \hat{a}^\dagger_1 \hat{a}^\dagger_2 ... \hat{a}^\dagger_A |0\rangle, \quad (154) $$

where $|0\rangle$ is the vacuum state and $\hat{a}^\dagger_k$ are the creation operators of the single-particle states

$$ |\alpha_k\rangle = \hat{a}^\dagger_k |0\rangle. \quad (155) $$

The Hartree-Fock single-particle states $|\alpha_k\rangle$ are used as variational degrees of freedom in the minimization of the energy expectation value $E[|\Phi\rangle]$ of the many-body Hamiltonian. In the following we briefly discuss the Hartree-Fock approximation for a Hamiltonian...
\[ \hat{H}^{[1,2,3]} = \hat{T}^{[1]} + \hat{V}^{[2]} + \hat{V}^{[3]} \], with irreducible one-, two- and three-body contributions, in a general basis representation. For a detailed derivation we refer to [40]. The Hartree-Fock single particle states \(|\alpha_k\rangle\) are represented in an auxiliary basis \(\{|\chi_i\rangle\}\), with the creation operators \(c_i^\dagger\), e.g., the harmonic oscillator basis,

\[ |\alpha_k\rangle = \sum_l D_l^{(k)} |\chi_i\rangle \quad \text{or} \quad \hat{a}_k^\dagger = \sum_l D_l^{(k)} c_l^\dagger, \quad (156) \]

where the expansion coefficients \(D_l^{(k)}\) are used as variational parameters. The idea is to transform the linear many-body eigenvalue problem into a non-linear one-body eigenvalue problem. This is one of the reasons one uses the one-body density matrix operator \(\hat{\rho}^{[1]}\) of the Hartree-Fock Slater determinant, with the matrix elements

\[ \hat{\rho}^{[1]}_{ll'} = \langle \chi_i | \hat{T}^{[1]} | \chi_i' \rangle = \langle \Phi | \hat{c}_i^\dagger \hat{c}_i | \Phi \rangle = \sum_{kk'} D_l^{(k)} D_{l'}^{(k')*} \langle \Phi | \hat{a}_{k'}^\dagger \hat{a}_k | \Phi \rangle. \quad (157) \]

Due to the fact that the one-body density matrix operator \(\hat{\rho}^{[1]}\) is diagonal in the \(|\alpha_k\rangle\)-basis representation with the eigenvalue 1 for an occupied state and 0 for an unoccupied state, we obtain

\[ \hat{\rho}^{[1]}_{ll'} = \sum A D_l^{(k)} D_{l'}^{(k')*}, \quad (158) \]

where we only sum over the \(k\) of the occupied states \(|\alpha_k\rangle\). The Hamiltonian will be expressed in the auxiliary basis in second quantization

\[ \hat{H}^{[1,2,3]} = \sum_{aa'} t_{aa'}^{[1]} c_a^\dagger c_{a'}^\dagger + \frac{1}{4} \sum_{ab,a'b'} V^{[2]}_{ab,a'b'} c_a^\dagger c_b^\dagger c_{a'} c_{b'} + \frac{1}{36} \sum_{abc,a'b'c'} V^{[3]}_{abc,a'b'c'} c_a^\dagger c_b^\dagger c_c^\dagger c_{a'} c_{b'} c_{c'}, \quad (159) \]

with the matrix elements

\[ t_{aa'}^{[1]} = \langle \chi_a | \hat{T}^{[1]} | \chi_{a'} \rangle; \quad (160) \]
\[ V_{ab,a'b'}^{[2]} = \langle \chi_a \chi_b | \hat{V}^{[2]} | \chi_{a'} \chi_{b'} \rangle_a, \quad (161) \]
\[ V_{abc,a'b'c'}^{[3]} = \langle \chi_a \chi_b \chi_c | \hat{V}^{[3]} | \chi_{a'} \chi_{b'} \chi_{c'} \rangle_a. \quad (162) \]
For the energy expectation value one obtains

\[
E[\Phi] = \langle \Phi | \hat{H} | \Phi \rangle
= \sum_{a,a'} t_{aa'} \rho_{a'a'}^{[1]} + \frac{1}{4} \sum_{a,a'} \sum_{b,b'} V_{ab,a'b'} \rho_{ab,a'b'}^{[2]}
+ \frac{1}{36} \sum_{a,a'} \sum_{b,b'} \sum_{c,c'} V_{abc,a'b'c'} \rho_{abc,a'b'c'}^{[3]},
\]  

(163)

with the two- and three-body density matrix elements \(\rho_{a'a'}^{[2]}\) and \(\rho_{abc,a'b'c'}^{[3]}\).

Owing to the properties of the density operators of a Slater determinant [23, 38, 39, 40],
one can reduce the two- and three-body density matrix elements to one-body density
matrix elements. From the variational principle one can derive the non-linear one-body
eigenvalue problem, using the fact that the one-body density operator of a Slater
determinant is Hermitian and idempotent. This non-linear one-body eigenvalue problem
is also well known as the Hartree-Fock equation

\[
\hat{h}[\rho^{[1]}]|\alpha_k\rangle = \varepsilon_k |\alpha_k\rangle,
\]  

(164)

where \(\hat{h}[\rho^{[1]}]\) is the density-dependent one-body Hamilton operator given by the matrix
elements

\[
h_{aa'}[\rho^{[1]}] = t_{aa'}^{[1]} + \sum_{b,b'} V_{ab,a'b'} \rho_{b,b'}^{[1]} + \frac{1}{2} \sum_{b,b'} \sum_{c,c'} V_{abc,a'b'c'} \rho_{b,b'}^{[1]} \rho_{c,c'}^{[1]},
\]  

(165)

Representing (164) in the auxiliary basis \(\{|\chi_i\rangle\}\), yields

\[
\sum_{a'} h_{aa'}[\rho^{[1]}] D_{a'}^{(k)} = \varepsilon_k D_{a}^{(k)}.
\]  

(166)

The one-body density matrix elements depend on the Hartree-Fock single-particle states,
therefore, we have a non-linear eigenvalue problem for the Hartree-Fock single-particle
energies \(\varepsilon_k\) and the expansion coefficients \(D_{a}^{(k)}\).

Equation (166) is solved in an iterative procedure until full self-consistency is obtained.
In practice one starts with a certain guess for the coefficients \(D_{a}^{(k)}\). This coefficients are
used to determine the one-body density matrix elements in the one-body Hamiltonian
\(h_{aa'}[\rho^{[1]}]\). With a determined one-body Hamiltonian, the Eq. (166) transforms to a linear
eigenvalue problem, which can be solved, providing a new set of coefficients \(D_{a}^{(k)}\). This
new set of coefficients is used to determine the one-body Hamiltonian again and the
steps described above can be repeated. This procedure will be iterated until the convergence of the coefficients is reached. The coefficients $D_a^{(k)}$ determine the Hartree-Fock single-particle states $|\alpha_k\rangle$. The approximation for the ground state $|\Phi\rangle = |HF\rangle$ is given by a Slater determinant of the $A$ single-particle states $|\alpha_k\rangle$, with the lowest energy. Note that the ground state energy $E(|HF\rangle)$ is not the same as the sum of the single particle energies [23, 38, 39, 40].

Let us summarize the advantages and limitations of the Hartree-Fock approximation. First of all, in the Hartree-Fock scheme the many-body eigenstate is approximated by a single Slater determinant, which is not sufficient to describe the short-range and tensor correlations. Therefore, one has to use an effective interaction, otherwise one obtains unbound ground states for nuclei through the whole nuclear chart [22]. In our case we use the SRG-transformed Hamiltonian $\hat{H}_a^{[2,3]} = \hat{T}_{\text{int}}^{[2]} + \hat{V}_{\alpha,NN}^{[2]} + \left(\hat{V}_{\alpha,NN}^{[3]} + \hat{V}_{\alpha,NNN}^{[3]}\right)$, see Chapter 5.

Although we use a Galilei-invariant Hamiltonian, there is the possibility of a center-of-mass excitation, whose contribution to the ground state is expected to be small. However, for the purpose of this thesis, the effect of the center-of-mass contamination on the ground state is irrelevant. A stringent but computationally expensive approach requires an explicit center-of-mass projection, which will not be performed in this thesis.

With the Hartree-Fock scheme we are not limited to light nuclei like for the exact ab initio methods, and are able to investigate ground states of nuclei through the whole nuclear chart (especially closed-shell nuclei). Even if the Hartree-Fock approach does not provide such accurate ground-state energies as the ab initio methods, it is able to illustrate the general systematics, e.g. of the binding energies as function of the mass number. Furthermore, the Hartree-Fock approach provides a variational upper bound for the exact ground-state energy. Finally, the Hartree-Fock solution can serve as a starting point for improved approximations that take the missing correlations into account.
7 Many-body calculation results

In this chapter we present and discuss the results of the many-body calculations with the NSCM and IT-NCSM as well as with the Hartree-Fock approach (see Chapter 6), using the SRG-transformed two- and three-body interaction from $\chi$EFT. To disentangle the effects of the irreducible three-body contributions, we investigate the results of nuclear many-body calculations for irreducible three-body contribution induced during the SRG transformation of the two-body interaction $\hat{V}_{\alpha,NN}^{[3]}$ with and without genuine three-body interaction $\hat{V}_{\alpha,NNN}^{[3]}$ as well as for the pure irreducible two-body interaction $\hat{V}_{\alpha,NN}^{[2]}$. We will use the following notation to identify the various calculations:

- **NN-only**
  No genuine NNN interaction and no SRG-induced irreducible three-body contribution ($\hat{H}_{\alpha}^{[2]} = \hat{T}_{\text{int}}^{[2]} + \hat{V}_{\alpha,NN}^{[2]}$).

- **NN+NNN-induced**
  No genuine NNN interaction, but SRG-induced irreducible three-body contribution ($\hat{H}_{\alpha}^{[2,3]} = \hat{T}_{\text{int}}^{[2]} + \hat{V}_{\alpha,NN}^{[2]} + \hat{V}_{\alpha,NNN}^{[3]}$).

- **NN+NNN-complete**
  Include the genuine NNN interaction as well as the SRG-induced irreducible three-body contribution ($\hat{H}_{\alpha}^{[2,3]} = \hat{T}_{\text{int}}^{[2]} + \hat{V}_{\alpha,NN}^{[2]} + \hat{V}_{\alpha,NN}^{[3]} + \hat{V}_{\alpha,NNN}^{[3]}$).

7.1 (IT-)NCSM calculations for $^4$He

We use the NCSM and the IT-NCSM approaches to investigate the interactions defined above, for the $^4$He nucleus. This nucleus is an ideal candidate for our investigations, because due to the small nucleon number the model spaces are sufficiently small to obtain an energy convergence for the ground-state even with the NCSM, provided that we use a SRG-transformed interaction. For instance, this is relevant to check if the IT-NCSM calculations produce the same results as the NCSM calculations. The following investigations of the $^4$He ground state will be used to study the sensitivity of of the many-body results as a function of the unfixed parameters of the interaction and the many-body calculation. These parameters are the harmonic oscillator frequency, SRG model space as well as the range of the SRG parameter $\alpha$. The conclusion of this investigations will be used to determine the parameters in the Hartree-Fock calculations (Sec. 7.3).
Figure 14: Frequency dependence of the NN+NNN calculation: The figure shows the $^4$He ground-state energies obtained in NCSM calculations, with the bare NN+NNN interaction, as function of the harmonic oscillator frequency, for different model spaces corresponding to $N_{\text{max}} = 2$ (●), $N_{\text{max}} = 4$ (○), $N_{\text{max}} = 6$ (△), $N_{\text{max}} = 8$ (■) and $N_{\text{max}} = 10$ (+).
First of all, we discuss the behavior of the $^{4}\text{He}$ ground-state energy for the bare NN+NNN interaction, i.e., without a SRG transformation, as function of the harmonic oscillator frequency, defined by $\hbar \Omega$. In Fig. 14 the corresponding results are shown. With growing NCSM model space, defined by $N_{\text{max}}$, the ground-state energy decreases as expected from the variational principle. Moreover, the energy depends on $\hbar \Omega$. For an exact solution of the eigenvalue problem in an infinite model space the result should be independent of the harmonic oscillator frequency. Generally for the NCSM and IT-NCSM calculations in a finite $N_{\text{max}}$ model space there is a minimum in the energy for a certain $\hbar \Omega$. This is seen in Fig. 14, even if the frequency range is sometimes too small. Moreover, the results show that the frequency for the minimal ground-state energy increases with model space and that the frequency dependence flattens out with larger $N_{\text{max}}$. The decrease of the curve for $N_{\text{max}} = 10$ shows that the calculations are not yet converged. Therefore, we either have to use a much larger model space or we have to SRG transform the interaction to accelerate the convergence. Because we are limited to three-body matrix elements up to an energy quantum number $E_{3\text{max}} = 12$ at the moment (see Sec. 4.6), we can maximally use an $^{4}\text{He}$ many-body model space up to $N_{\text{max}} = 12$. This is why we must use SRG-transformed interactions in the following.

Next we analyze whether the model space we use for the SRG transformation is large enough to ensure the convergence of this transformation. As mentioned in Sec. 5.2 we have to check whether the many-body results are invariant for increasing SRG model space. Figure 15 shows a NN+NNN-complete IT-NCSM calculation for the ground-state energy of $^{4}\text{He}$ for two SRG model spaces, which are defined by $E_{\text{max}}^{(\text{SRG})}$. In the figures an interaction with $\alpha = 0.08 \text{ fm}^4$ is used. The error bars of the IT-NSCM calculations are caused by the threshold extrapolation (see Sec. 6.1.2). For a harmonic oscillator basis with $\hbar \Omega = 16 \text{ MeV}$ (top left) and $\hbar \Omega = 20 \text{ MeV}$ (top right) there are still significant contributions to the SRG-transformed Hamiltonian from states beyond $E_{\text{max}}^{(\text{SRG})} = 28$. These contributions affect the result and lead to a reduction of the ground-state energy. With increasing $\hbar \Omega$ the effect of these high energetic contributions becomes smaller and for $\hbar \Omega = 28 \text{ MeV}$ it approximately vanishes. Moreover, for $E_{\text{max}}^{(\text{SRG})} = 32$ and $\hbar \Omega = 16 \text{ MeV}$ the curve converges to an energy several 100 MeV higher than the converged ground-state energies of the other frequencies. This indicates that even an $E_{\text{max}}^{(\text{SRG})} = 32$ SRG model space is not sufficient for $\hbar \Omega = 16 \text{ MeV}$ and that larger model spaces are needed to lower the ground-state energy to the same value as for the other frequencies. What we learn from the calculations of Fig. 15 is that the required model space for the SRG transformation depends on the harmonic oscillator frequency and that for small $\hbar \Omega$ larger model
Figure 15: **Ground-state energies for different SRG-model spaces:** The plots show the \(^{4}\text{He}\) ground-state energies obtained by the \(\text{IT-NCSM}\) calculation as function of \(N_{\text{max}}\), for a \(\text{NN+NNN-complete interaction}\), SRG transformed in an \(E^{(\text{SRG})}_{\text{max}} = 28\) model space (○) and in an \(E^{(\text{SRG})}_{\text{max}} = 32\) model space (●). For the calculations we used a SRG parameter \(\alpha = 0.08\ \text{fm}^4\) and the harmonic oscillator frequencies \(\hbar\Omega = 16\ \text{MeV}\) (top left), \(\hbar\Omega = 20\ \text{MeV}\) (top right), \(\hbar\Omega = 24\ \text{MeV}\) (bottom left) and \(\hbar\Omega = 28\ \text{MeV}\) (bottom right).
spaces are necessary. We want to point out that for very large $\hbar\Omega$ we expect that the required model space for the SRG transformation increases again, but this topic has to be investigated in the future. Furthermore, there is no guarantee that the influence of $\hbar\Omega$ on the required $E_{\text{max}}^{(\text{SRG})}$ is always the same. The relation of these two quantities can depend on the nucleus (see Sec. 7.2) and even on the investigated state or the observable. Therefore, one has to check whether the SRG model space is large enough.

Figure 16 shows the $^4\text{He}$ ground-state energy for the NN+NNN-complete IT-NCSM calculation for various $\alpha$-parameters. The curve for $\alpha = 0.00 \text{ fm}^4$ corresponds to the bare interaction. The energy curves converge in a $N_{\text{max}} = 12$ model space for $\alpha \geq 0.02 \text{ fm}^4$, the converged energy of the $\alpha \leq 0.08 \text{ fm}^4$ curves is indicated by the gray dotted line. So even if the ground state energy does not exhibit the fastest convergence for $\hbar\Omega = 28 \text{ MeV}$ with a bare interaction (see Fig. 14), we obtain convergence for the SRG-transformed interaction. The lower plot of Fig. 16 shows the same curves with a closer range about the converged energy. For $\alpha = 0.16 \text{ fm}^4$ and $\alpha = 0.32 \text{ fm}^4$ the converged energies differ from the common converged energy of the other curves (gray dotted line) by about $100 \text{ keV}$. This is due to induced irreducible four-body contributions. With increasing $\alpha$ these obviously repulsive contributions become larger. Note that repulsive contributions lead to a decrease and attractive contributions to an increase of the binding energy. This is a very important observation, because we want to choose $\alpha$ as large as possible to enhance the convergence, as long as the irreducible four-body contribution are negligible. For the ground-state of $^4\text{He}$ $\alpha = 0.08 \text{ fm}^4$ is an adequate choice. The calculations of Fig. 16 offer another interesting information, the experimental ground-state energy (black dashed line) is approximately $100 \text{ keV}$ higher (less bound) than the converged energy (gray dotted line). This indicates a deficiency in the initial interaction from $\chi$EFT. There are various possible reasons for this deviation. For instance we neglect the isospin dependence for the irreducible three-body contributions, but we would not expect that this causes a deviation of $100 \text{ keV}$. What is most likely that the deviation is caused by the missing genuine four-body interaction. Due to the results of the above calculations, we can determine the mentioned parameters for the following calculations. We will use an harmonic oscillator basis with $\hbar\Omega = 28 \text{ MeV}$, a SRG model space corresponding with $E_{\text{max}}^{(\text{SRG})} = 28$ and $\alpha$ parameters up to $0.08 \text{ fm}^4$.

After we have investigated the NN+NNN-complete interaction properties in dependence of the harmonic oscillator frequency, the $\alpha$ parameter as well as the NCSM and SRG model space sizes, we will now examine the influence of the irreducible three-body contributions. Therefore, we first compare the results of the NN-only and NN+NNN-
Figure 16: **NN+NNN-complete calculation:** The upper plot shows the $^4$He ground-state energies obtained by NN+NNN-complete IT-NCSM calculations as function of $N_{\text{max}}$, for the SRG parameter $\alpha = 0.00 \text{ fm}^4$ (●), $\alpha = 0.01 \text{ fm}^4$ (●), $\alpha = 0.02 \text{ fm}^4$ (▲), $\alpha = 0.04 \text{ fm}^4$ (■), $\alpha = 0.08 \text{ fm}^4$ (●), $\alpha = 0.16 \text{ fm}^4$ (●) and $\alpha = 0.32 \text{ fm}^4$ (●). The dashed black line indicates the experimental value [41] and the gray dotted line corresponds to the converged energy of the curves up to $\alpha = 0.08 \text{ fm}^4$. In the plot below we see the same curves for a closer range about the converged energy. The interaction is SRG transformed in an $E_{\text{max}}^{(\text{SRG})} = 28$ model space and an harmonic oscillator basis with $\hbar \Omega = 28 \text{ MeV}$ is used.
Figure 17: Comparison of the NN-only with the NN+NNN-induced calculation: The figure shows the $^4$He ground-state energies obtained by NN-only (open symbols) and NN+NNN-induced IT-NCSM calculations (solid symbols) as function of $N_{\text{max}}$, for the SRG parameter $\alpha = 0.01 \text{ fm}^4$ (●, ○), $\alpha = 0.02 \text{ fm}^4$ (●, ○), $\alpha = 0.04 \text{ fm}^4$ (▲, △) and $\alpha = 0.08 \text{ fm}^4$ (■, □). The interactions are SRG transformed in an $E_{\text{max}}^{(\text{SRG})} = 28$ model space and an harmonic oscillator basis with $\hbar \Omega = 28 \text{ MeV}$ is used.
Figure 18: **Comparison of the NN+NNN-complete with the NN+NNN-induced calculation:** The figure shows the $^4$He ground-state energies obtained by NN+NNN-complete (solid symbols) and NN+NNN-induced (open symbols) IT-NCSM calculations as function of $N_{\text{max}}$, for the SRG parameter $\alpha = 0.01\text{fm}^4$ (●,○), $\alpha = 0.02\text{fm}^4$ (●,△), $\alpha = 0.04\text{fm}^4$ (▲,▽) and $\alpha = 0.08\text{fm}^4$ (■,□). The interactions are SRG transformed in an $E_{\text{max}}^{(\text{SRG})} = 28$ model space and an harmonic oscillator basis with $\hbar \Omega = 28\text{MeV}$ is used. The dashed black line indicates the experimental ground state energy [41].

induced IT-NCSM calculations for the $^4$He ground-state energy, shown in Fig. 17. The NN-only results (open symbols) for the different $\alpha$ parameters do not converge to the same energy. The larger $\alpha$ the lower are the converged energies. This is due to the missing induced contributions, which increase with the $\alpha$ parameter. If one includes the induced three-body interaction (solid symbols) the curves converge to the same energy, which is higher than all the converged energies of the NN-only calculations. The $\alpha$-independence shows that, it is sufficient to consider only the induced irreducible three-body contribution of the two-body interaction. Note that the induced three-body interaction leads to a shift of the energy curves, but the convergence is not much effected by it. Moreover, the induced three-body contributions are repulsive and with increasing $\alpha$ the repulsiveness enlarges.

Let us consider the role of the genuine three-body interaction. Figure 18 illustrates the NN+NNN-complete (solid symbols) and NN+NNN-induced (open symbols) IT-NCSM
calculation for the $^4$He ground-state energy. As we already have seen in Figs. 16 and 17 the curves up to $\alpha = 0.08 \text{ fm}^4$ converge to the same energy for the NN+NNN-complete and NN+NNN-induced calculations, respectively. But the converged energy for the NN+NNN-complete interaction is several MeV lower than the one for the NN+NNN-induced interaction. This indicates that the genuine three-body contribution is attractive. Moreover, it seems that the genuine three-body interaction just causes a constant shift of the ground-state energies, without changing the convergence notably.

Finally we compare the results of the NN+NNN-complete and NN-only calculations, illustrated in Fig. 19. The upper plot shows the $^4$He ground-state energies for the both interactions. Due to the induced and genuine three-body contributions, the curves of the NN-only interaction (open symbols) get shifted. This is shown in the lower plot of Fig. 19, where the NN-only curves (open symbols) are displaced by a constant shift in the way that the NN+NNN-complete and NN-only curves with the same $\alpha$ intersect at $N_{\text{max}} = 12$. The two curves with the same $\alpha$ show almost equal convergence behavior. As a consequence the convergence behavior is determined by the irreducible two-body interaction. This is a very interesting property, if this holds true even for other nuclei and states or observables, one could perform the NN-only calculation in a model space with large $N_{\text{max}}$ to determine the convergence behavior and ascertain the energy shift, due to the three-body contributions, for a smaller $N_{\text{max}}$, manageable for the irreducible three-body interaction.

### 7.2 IT-NCSM calculations for $^6$Li

To investigate the influence of the size of the SRG model space with varying harmonic oscillator frequencies, we perform a IT-NCSM calculation with a NN+NNN-complete interaction for the ground-state energy of $^6$Li, in analogy to the Helium calculations shown in Fig. 15. We again compare the $^6$Li ground-state energies of the NN+NNN-complete interaction, SRG transformed in an $E_{\text{max}}^{(\text{SRG})} = 28$ and $E_{\text{max}}^{(\text{SRG})} = 32$ model space. The results are summarized in Fig. 20. As in the $^4$He case the two energy curves differ for $\hbar\Omega = 16$ MeV (top left) and also for $\hbar\Omega = 20$ MeV (top right), which indicates that for these frequencies the effects of the $E_{\text{max}}^{(\text{SRG})} \geq 28$ states are not negligible. The two curves corresponding to $E_{\text{max}}^{(\text{SRG})} = 28$ (●) and $E_{\text{max}}^{(\text{SRG})} = 32$ (●) for $\hbar\Omega = 24$ MeV (bottom left)

---

2The actually available three-body matrix elements are limited to an energy quantum number $E_{3\text{max}} = 12$ (see Sec. 4.6). Because the unperturbed configuration of $^6$Li contains two nucleons in the p-shell, the $N_{\text{max}} = 10$ model space is the largest NCSM model space we can completely cover, using those matrix elements.
Figure 19: Comparison of the NN+NNN-complete with the NN-only calculation:
The upper figure shows the $^4$He ground-state energies obtained by NN+NNN-complete 
(solid symbols) and NN-only (open symbols) IT-NCSM calculations as function of $N_{\text{max}}$, 
for the SRG parameter $\alpha = 0.01\text{fm}^4 (\bullet\circ), \alpha = 0.02\text{fm}^4 (\bullet\bullet), \alpha = 0.04\text{fm}^4 (\triangle\triangle)$ and 
$\alpha = 0.08\text{fm}^4 (\square\square)$. In the figure below the NN-only curves (open symbols) are displaced by 
a constant shift in the way that the NN+NNN-complete and NN-only curves with the same 
$\alpha$ intersect at $N_{\text{max}} = 12$. This illustration serves to investigate the contribution of the irre-
ducible three-body part to the convergence behavior. The interactions are SRG transformed 
in an $E_{\text{max}}^{(\text{SRG})} = 28$ model space and an harmonic oscillator basis with $\hbar\Omega = 28\text{MeV}$ is used.
Figure 20: **Ground-state energies for different SRG-model spaces**: The figures show the $^6$Li ground-state energies obtained by the IT-NCSM calculation as function of $N_{\text{max}}$, for a NN+NNN-complete interaction, SRG transformed in an $E^{(\text{SRG})}_{\text{max}} = 28$ model space (●) and in an $E^{(\text{SRG})}_{\text{max}} = 32$ model space (○). For the calculations we used the SRG parameter $\alpha = 0.08 \text{ fm}^4$ and the harmonic oscillator frequencies $\hbar\Omega = 16 \text{ MeV}$ (top left), $\hbar\Omega = 20 \text{ MeV}$ (top right), $\hbar\Omega = 24 \text{ MeV}$ (bottom left), and $\hbar\Omega = 28 \text{ MeV}$ (bottom right).
and $\hbar \Omega = 28 \text{MeV}$ (bottom right) do agree with each other, respectively. This indicates that the $E^{(\text{SRG})}_{\text{max}} = 28$ model space is sufficient for the SRG transformation. On closer examination one observes that the curves for $\hbar \Omega = 24 \text{MeV}$ and for $\hbar \Omega = 28 \text{MeV}$ show a different convergence behavior. This frequency dependence of the convergence behavior was also illustrated for $^4\text{He}$ (Fig. 14). The convergence behavior of the $\hbar \Omega = 24 \text{MeV}$ curves is improved in comparison to the $\hbar \Omega = 28 \text{MeV}$ curves and the $\hbar \Omega = 20 \text{MeV}$ curves converge even faster. It seems as if the frequency, with the fastest convergence, decreases with increasing mass number. Furthermore, it seems that the effect of the high-energy states in the SRG model space is not influenced by the mass number. Of course the available data sets are not sufficient to prove these observations. Therefore, further investigations are required.

7.3 Closed-shell nuclei with the Hartree-Fock method

We will apply the Hartree-Fock method to closed-shell nuclei beyond the p-shell, to investigate the ground-state energies and charge radii. The aim is not to provide precise predictions those observable, but to assess the systematic behavior of our interactions with increasing mass number. The upper plots in Fig. 21 show the differences of the calculated ground-state energy to the experimental value per nucleon, obtained at the Hartree-Fock level for the NN-only, NN+NNN-induced and NN+NNN-complete Hamiltonians for different $\alpha$ parameters. As mentioned in Sec. 6.2 a calculation with a bare NN and NN+NNN interaction would yield unbound ground states, and the SRG transformation is essential to obtain physical meaningful results. The ground-state energies obtained with SRG-transformed interactions correspond to bound states for all nuclei, indicating that the dominant correlations are indeed introduced very efficiently by the SRG transformation. Let us first concentrate on the ground-state energies for the NN-only calculation (●). For light nuclei the interaction underestimates the binding energies in comparison to experiment. With increasing mass number the ground-state energies drop relative to the experimental values [41]. In contrast the results for the NN+NNN-induced calculation (○) reproduce the systematics of the ground-state energies very well. The reason is the induced three-body contribution, which is produced during the SRG transformation. As observed in the IT-NCSM calculations (Fig. 17) these induced contributions are repulsive and lead to a decrease of the binding energies. Apparently the importance of the induced three-body contributions for the description of the ground states increases with mass number, this is why the binding energies for the NN-only interaction increase with the mass number.
Figure 21: **Investigation of closed-shell nuclei:** Illustrated are the differences of the calculated ground-state energy to the experimental value per nucleon (upper row) and the charge radii (lower row) for a sequence of closed-shell nuclei, obtained by the Hartree-Fock approach. The data sets correspond to the NN-only (○), NN+NNN-induced (●) and NN+NNN-complete (▲) interactions, which are SRG transformed in an $E_{\text{max}}^{\text{SRG}} = 28$ model space, for $\alpha = 0.02 \text{fm}^4$ (left column), $\alpha = 0.04 \text{fm}^4$ (middle column), and $\alpha = 0.08 \text{fm}^4$ (right column). We use a harmonic oscillator basis with $\hbar \Omega = 28 \text{MeV}$. For the Hartree-Fock calculation the single-particle states are truncated to an energy quantum number $e_{\text{max}} = 14$ and the three-particle states are limited to an energy quantum number $E_{3\text{max}} = 12$. The black bars indicate the experimental values [41, 42].
relative to the experimental values. If we increase the SRG parameter $\alpha$ also the induced three-body contributions grow (see Sec. 5.2), therefore, we observe an accelerated drop of the energy differences per nucleon, for increasing $\alpha$ parameter. In conclusion, the information contained in the bare NN interaction is sufficient to describe the general systematics of the ground-state energies, through the nuclear chart. But the Slater determinant used in the Hartree-Fock approach is not able to describe any correlations. That is why we have to apply a SRG transformation to the interaction. To consider the induced irreducible three-body contribution is necessary to describe the general systematics of the ground-state energies. The small $\alpha$ dependence indicates that the induced irreducible $m$-body contributions with $4 \leq m \leq A$ are insignificant.

We will now include the genuine three-body contributions. The curves for the NN+NNN-complete calculation (▲) show a similar trend as the curves of the NN-only calculation but drop less for the light nuclei. With increasing mass number and especially increasing $\alpha$ parameter the drop of the NN+NNN-complete curves is faster than the drop of the NN-only curves. The $\alpha$ dependence indicates that analog to the NN-only calculations the neglected induced irreducible $m$-body contributions with $4 \leq m \leq A$ are necessary. In addition to this we observe a notable drop in energy from $^{48}$Ca to $^{90}$Zr for $\alpha = 0.08$ fm$^4$. Unfortunately, the datasets are not sufficient to make a reasonable conclusion, but it seems that the induced higher-order contributions of the genuine NNN interaction become more and more important for increasing mass number and $\alpha$ parameter. Because of analog reasons we would expect that a consideration of the induced four-body contributions of the genuine NNN interaction would again lead to a stabilization of the ground-state energy systematics. The inclusion of four-body contributions would pose an enormous challenge.

An important aspect are the missing correlations in the Hartree-Fock Slater determinant, leading to an underestimated binding energy. The larger the $\alpha$ parameter the less correlations are generated by the interaction. This can also be observed in the upper plots of Fig. 21 by the drop of the ground-state energies with increasing $\alpha$ parameter.

In the three lower plots of Fig. 21 the charge radii of the NN-only, NN+NNN-induced and NN+NNN-complete calculations are shown for different $\alpha$ parameters. The black bars correspond to the experimental charge radii [42]. The charge radii are underestimated for all nuclei but $^4$He. Already the NN-only interaction (●) is able to reproduce the pattern of the charge radii and the inclusion of the induced irreducible three-body contribution (●) even enhances the result by increasing the values. With increasing $\alpha$ the charge radii for the NN-only interaction drop, owing to the missing induced three-body
contributions, which become larger with increasing $\alpha$. For the NN+NNN-induced interaction, in contrast, the charge radii increase with $\alpha$, what improves the result. Because of the small $\alpha$ dependence of the NN+NNN-induced calculations the consideration of the induced three-body contribution of the two-body interaction is sufficient and the induced $m$-body contributions with $m \leq 4 \leq A$ can be neglected for the description of the charge-radii at the Hartree-Fock level.

However, the genuine three-body interaction, added in the NN+NNN-complete calculation (★) reduces the charge radii. For $\alpha = 0.02$ fm$^4$ the effect of the genuine three-body interaction is small and the charge radii approximately correspond to the one of the NN+NNN-induced calculation. But with increasing $\alpha$ the NN+NNN-complete curve drops below the NN+NNN-induced curve. For $\alpha = 0.08$ fm$^4$ the even the pattern cannot be reproduced, due to the massive reduction of the charge radii for the heavy nuclei. Note that for heavy nuclei the radii even decreases with mass number. This observation indicates that the irreducible four-body and higher-order contributions induced by the genuine three-body interaction become very important and the effect of the neglected induced contributions increases with mass number.

In conclusion, the irreducible four-body and higher-order contributions, induced by the genuine three-body interaction, have an important impact on the ground states of heavier nuclei. As long as these contributions are neglected, the NN+NNN-induced calculations produce superior results for the ground-state energies and charge radii. Besides, the induced three-body contribution of the two-body interaction is also crucial for the ground-state charge radii and in particular for the energies.
8 Summary and outlook

In this thesis we apply a SRG-transformed NN+NNN interaction from $\chi$EFT for different nuclear many-body calculations. The two-body part of the initial interaction is obtained at N$^3$LO and the three-body part at N$^2$LO. The corresponding interaction matrix elements are provided in the Jacobi basis. We discussed the SRG transformation of the NN+NNN interaction in the Jacobi basis and investigated the diagonalization properties of the $\chi$EFT interaction through the SRG evolution. For the many-body calculations the interaction matrix elements need to be transformed to an m-scheme representation. Thus, we derive the formulas for the transformation of the interaction matrix elements from the Jacobi basis to m-scheme and implement the transformation in C/C++. We show that a direct transformation to the m-scheme is limited to a model space up to a three-body energy quantum number $E_{3\text{max}} = 8$, due to the fast growth of the memory requirement with $E_{3\text{max}}$. In this work we establish a second procedure, where we transform the Jacobi matrix elements to a $J$-coupled scheme and decouple the matrix elements on-the-fly during the many-body calculations. At the moment the model space of this improved transformation is limited to $E_{3\text{max}} = 12$, which is larger than every other m-scheme model space used by a many-body calculation code. For the future we plan to enhance our code by an improved parallelization in order to expand the range of application to a model space corresponding to $E_{3\text{max}} = 16$. The enhancement of the model space from $E_{3\text{max}} = 8$ to $E_{3\text{max}} = 12$ or 16 is crucial to obtain converged results in exact ab initio calculations for nuclei in the p- and sd-shell.

We perform many-body calculations with the NCSM and IT-NCSM for ground-state energies of $^4$He and $^6$Li, using the SRG-transformed interaction from $\chi$EFT. We investigated the influence of the SRG model space and the SRG flow-parameter $\alpha$ to the ground-state energy results and analyzed the effect of the induced and genuine irreducible three-body interactions for $^4$He. In the calculations we observed that the required SRG model space, depends on the harmonic oscillator frequency. In particular for small frequencies in the order of $\hbar\Omega = 16$ MeV the used SRG model space has to be enlarged. In the near future we plan to construct the SRG model space in a more flexible manner, therefore, we will use a maximum energy quantum number $E_{\text{max}}^{(\text{SRG})}(J)$ depending on angular momentum. This will enable us to increase $E_{\text{max}}^{(\text{SRG})}$ for the relevant angular momenta, while decreasing it for the other angular momenta. In addition we observed that the convergence accelerates with increasing parameter $\alpha$, but also the induced interaction contributions increase. Thus, one has to find a trade-off between the acceleration of the convergence and the growing induced irreducible four-body contributions which cannot be consid-
ered in the many-body calculations, so far. In this context we aim to study the properties of different SRG generators $\eta_\alpha$ in order to reduce the induced four-body contributions. Concerning the studies of the irreducible three-body contributions we find that the induced contribution from the genuine two-body interaction is repulsive and leads to a decrease of the ground-state binding energy. The induced irreducible three-body contribution is necessary to obtain the same converged energy for different $\alpha$ parameters, which is not the case for the pure two-body interaction. The genuine three-body interaction is attractive and leads to a ground-state, which is more than 100 keV overbound compared to the experiment. This indicates a deficiency of the initial interaction from $\chi$EFT. The reason could be the absence of the $N^3$LO contribution of the NNN interaction, which has to be compensated by the fit of the LECs $c_D$ and $c_E$. But more likely is that the discrepancy is caused by the absence of the genuine four-body interaction. In this context one also has to consider the description of the nuclei in the p- and sd-shell. We expect that the discrepancy of the calculated ground-state energies will increase with the mass number. As an outlook we plan to investigate nuclei in the p- and sd-shell and try to determine a different set of LECs to improve their description with the NN+NNN interaction from $\chi$EFT. From the $^4$He ground-state energy calculations we learn that the irreducible three-body contributions do not affect the convergence behavior significantly, but lead to an almost constant shift of the pure two-body results for a range of $N_{\max}$ model spaces. We will investigate whether this property also holds for heavier nuclei and other states or observables. In this case one could use the pure two-body interaction in a model space corresponding to $N_{\max}$, which is sufficiently large to obtain the convergence, while the three-body contributions would be considered in a model space with smaller $N_{\max}$. Using such a procedure would enable us to obtain the result for a three-body interaction in a model space, which would not be reachable for a conventional exact ab initio calculation with a three-body interaction.

Finally, we performed Hartree-Fock calculations for a set of closed-shell nuclei, where we investigated the energies and charge radii of the ground states. In conclusion, the repulsive induced three-body contribution from the genuine two-body interaction improves the Hartree-Fock result for both observables. Compared to the experiment the Hartree-Fock ground states are underbound, but the general systematics of the ground-state energies can be reproduced. The charge radii are to small compared to the experiment, but show a similar pattern. The consideration of the genuine three-body interaction leads to a strong overbinding with increasing mass number and $\alpha$ parameter. This seems to be related to induced four-body contributions from the genuine three-body interaction.
As long as we are not able to include four-body interactions, the calculations using a two-body interaction with induced three-body contribution provide better systematics than the calculations with genuine three-body interaction.

In the future we will extend the application of the $\chi$EFT interaction to further nuclei and observables, using also other many-body approaches. In particular the application of many-body perturbation theory will be studied.
A Appendix

A.1 Antisymmetrization in Jacobi basis

In this section we concentrate on the calculation of the coefficients of fractional parentage (CFPs) by diagonalizing the matrix of the antisymmetrizer represented in the Jacobi basis $|\alpha\rangle$. Note that the CFPs are $m$ independent \cite{14}, therefore they are identical in the complete and in the intrinsic basis

$$c_{\alpha,i} = \{\langle n_{cm}| \otimes \langle EiJT | M_T | \rangle \}^{JM_J} \{\langle n_{cm}| \otimes |\alpha\rangle \}^{JM_J},$$

$$= \langle EiJT | \alpha \rangle .$$

The major task to compute the CFPs, is to ascertain the matrix elements of the antisymmetrizer in Jacobi basis $\langle \alpha | \hat{A} | \alpha' \rangle$.

First, we have a look at the Jacobi basis state. As mentioned in Sec. 4.5, $|\alpha\rangle$ is antisymmetric under exchange of the particle 1 and 2. For the formula of the three-body interaction matrix element and especially the $T$-coefficient (see Sec. 4.5) that does not make a difference, if one has in mind that the $|\alpha\rangle$ state reside in a 1$\leftrightarrow$2 antisymmetric space. For the implementation of the $T$-coefficient this has the consequence, that only the $T$-coefficients are nonzero, which have an even sum of $t_{ab} + s_{ab} + l_{12}$. The antisymmetrizer of particle 1 and 2, has the following definition in three-body space

$$\hat{A}_{12} = \frac{1}{2!}(\hat{P}_{123} - \hat{P}_{213}) .$$

(167)

If we apply the operator to an antisymmetric state, it will not change the state, since

$$\hat{A}_{12} \hat{A} = \hat{A} \hat{A}_{12} = \hat{A} .$$

(168)

We will use the special symmetry of the Jacobi state to rewrite the antisymmetrizer in three-body space

$$\hat{A} = \frac{1}{3!}(\hat{P}_{123} - \hat{P}_{213} + \hat{P}_{231} - \hat{P}_{132} + \hat{P}_{312} - \hat{P}_{321}) .$$

(169)

Using $\hat{P}_{ijk} = -\hat{P}_{jik}$ owing to the antisymmetry of particle 1 and 2 we obtain

$$\hat{A} = \frac{1}{3}(\hat{P}_{123} + \hat{P}_{231} + \hat{P}_{312}),$$

$$= \frac{1}{3}(\hat{1} + \hat{P}_{231} + \hat{P}_{312}) .$$
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Expressing the permutation operators by transposition operators yields
\[ \hat{A} = \frac{1}{3}(\hat{1} + \hat{\tau}_{23}\hat{\tau}_{12} + \hat{\tau}_{12}\hat{\tau}_{23}) . \]

Generally the transposition operators do not commute, but in the Jacobi basis \( \hat{\tau}_{12} = -1 \) and we end with the antisymmetrizer
\[ \hat{A} = \frac{1}{3}(\hat{1} - 2\hat{\tau}_{23}) . \] (170)

Note that (170) holds only in a 1↔2 antisymmetric space. Now we will briefly describe the concept of calculating the matrix elements
\[ \langle \alpha | \hat{A} | \alpha' \rangle = \langle \alpha | \frac{1}{3}(\hat{1} - 2\hat{\tau}_{23}) | \alpha' \rangle \]
\[ = \langle \{ (n_{12} l_{12}, s_{ab}) j_{12}, (n_{3} l_{3}, s_{c}) j_{3} \} J, [(t_a t_b) t_{ab}, t_c] T M_T | \frac{1}{3}(\hat{1} - 2\hat{\tau}_{23}) \rangle \]
\[ \times \langle \{ (n'_{12} l'_{12}, s'_{ab}) j'_{12}, (n'_{3} l'_{3}, s'_{c}) j'_{3} \} J', [(t'_a t'_b) t'_{ab}, t'_c] T' M'_T \rangle . \] (171)

Since the Jacobi basis is orthonormalized we only have to concentrate on the term with the transposition operator \( \hat{\tau}_{23} \). In order to apply \( \hat{\tau}_{23} \) to a state we decouple the space,
spin and isospin part, obtaining

\[
\langle (n_{12}, l_{12}, s_{ab}, s_{c}) | J, [(t_a t_b) t_c] T M_T | \hat{r}_{23} \rangle 
\times \langle (n_{12}', l_{12}', s_{ab}', s_{c}') | J', [(t'_a t'_b) t'_c] T' M'_T \rangle 
\]

\[
= \sum_{L S} \sum_{L' S'} \sum_{M_L M_S} \sum_{M'_L M'_S} \hat{j}_{12} \hat{j}'_{12} \hat{l} \hat{l}' \hat{s} \hat{s}' \hat{j} \hat{j}' \hat{J} \hat{J}' 
\times \left\{ \begin{array}{ccc} l_{12} & s_{ab} & j_{12} \\ l_3 & s_c & j_3 \\ L & S & J \end{array} \right\} \left\{ \begin{array}{ccc} l'_{12} & s'_{ab} & j'_{12} \\ l'_3 & s'_c & j'_3 \\ L' & S' & J' \end{array} \right\} 
\times \left( \begin{array}{ccc} L & S & J \\ M_L & M_S & M_J \end{array} \right) \left( \begin{array}{ccc} L' & S' & J' \\ M'_L & M'_S & M'_J \end{array} \right) 
\times \langle (n_{12}, l_{12}) L M_L | \hat{r}_{23} \rangle \langle (n_{12}', l_{12}') L' M'_L \rangle 
\times \langle (s_{ab}, s_c) S M_S | \hat{r}_{23} \rangle \langle (s'_{ab}, s'_c) S' M'_S \rangle 
\times \langle (t_a t_c) T M_T | \hat{r}_{23} \rangle \langle (t'_a t'_c) T' M'_T \rangle 
\]

(172)

The spin \( \langle (s_{ab}, s_c) S M_S | \hat{r}_{23} \rangle \langle (s'_{ab}, s'_c) S' M'_S \rangle \) and isospin part \( \langle (t_a t_c) T M_T | \hat{r}_{23} \rangle \langle (t'_a t'_c) T' M'_T \rangle \) have the same form in (172), therefore it is adequate to consider only one of these parts and the space part \( \langle (n_{12}, l_{12}) L M_L | \hat{r}_{23} \rangle \langle (n_{12}', l_{12}') L' M'_L \rangle \).
However, we will just present the results, see [43] for a detailed derivation.

Spin: 
\[
\langle (s_{ab}, s_c) S M_S | \hat{\tau}_{23} | (s'_a, s'_c) S' M'_S \rangle \\
= \delta_{SS'} \delta_{M_S M'_S} (-1)^{1+s_{ab}+s'_{ab}} s_{ab} s_{ab} \begin{pmatrix}
  s'_b & s'_a & s_{ab} \\
  s'_c & S' & s'_c
\end{pmatrix}.
\]

Isospin: 
\[
\langle (t_{ab}, t_c) T M_T | \hat{\tau}_{23} | (t'_a, t'_c) T' M'_T \rangle \\
= \delta_{TT'} \delta_{M_T M'_T} (-1)^{1+t_{ab}+t'_{ab}} t_{ab} t_{ab} \begin{pmatrix}
  t'_b & t'_a & t_{ab} \\
  t'_c & T' & t'_c
\end{pmatrix}.
\]

Space: 
\[
\langle (n_{12}, n_{33}) L M_L | \hat{\tau}_{23} | (n'_{12}, n'_{33}) L' M'_L \rangle \\
= \delta_{LL'} \delta_{M_L M'_L} \delta_{2n_{12}+l_{12}+2n_{33}+l_{33}'; 2n'_{12}+l'_{12}+2n'_{33}+l'_{33}} \times \langle \langle 2n_{12} l_{12}, 2n_{33} l_{33} | 2n'_{12} l'_{12}, 2n'_{33} l'_{33} | L \rangle \rangle^{1/2}.
\]

With all this formulas we are able to calculate the matrix of the antisymmetrizer in Jacobi representation yielding the block matrix illustrated in Fig. 22. The last task is to diagonalize the block matrix, which can be performed by diagonalizing every single block separately. This operation provides the CFPs defining the antisymmetric Jacobi states

\[
| E i J T \rangle = \sum_\alpha c_{\alpha,i} | \alpha \rangle,
\]

where the states $| \alpha \rangle$ must have the same quantum numbers $E = 2n_{12} + l_{12} + 2n_{3} + l_{3}$, $J$ and $T$. Have in mind that there are several diagonalization methods leading to different results for the CFPs.

For our implementation of the transformation code (Sec. (4.6)) we need to know the number of antisymmetric Jacobi states for the given quantum numbers $E$, $J$, $T$. This number is equal to the trace of an $E J T$-Block of the antisymmetrizer.
Figure 22: **Representation of the antisymmetrizer in Jacobi basis:** The antisymmetrizer only connects Jacobi states with same $E$, $J$, $T$, where $E = n_{12} + l_{12} + n_3 + l_3$ is the energy quantum number of the intrinsic Jacobi state. Thence the matrix of the antisymmetrizer in Jacobi representation, exhibit a $EJT$-block structure.

### A.2 Conversion of two-body to three-body m-scheme matrix elements

In this chapter we want to calculate the three-body m-scheme matrix elements $a\langle \psi^{(3)} | \hat{V}_{NN} | \psi^{(3)} \rangle_a$ of an irreducible two-body interaction $\hat{V}_{NN}$ by using the two-body m-scheme matrix elements $a\langle \psi^{(2)} | \hat{V}_{NN} | \psi^{(2)} \rangle_a$ of this interactions, with the $k$-body m-scheme state

$$|\psi^{(k)}\rangle_a = \frac{1}{\sqrt{k!}} \sum_P (-1)^P \hat{P} \{|\alpha_1\rangle \otimes \ldots \otimes |\alpha_k\rangle\} = |\alpha_1 \ldots \alpha_k\rangle_a,$$

(174)

where $P$ is the signature of the permutation operator $\hat{P}$. In doing so we have to distinguish between three cases depending on the number of different single-particle states $|\alpha_i\rangle$ in the three-body m-scheme states $|\psi^{(3)}\rangle_a$ and $|\psi^{(3)}\rangle_a$.

**First case: Equal three-body states**

The three-body matrix elements of the irreducible two-body interaction is given by

$$a\langle \psi^{(3)} | \hat{V}_{NN} | \psi^{(3)} \rangle_a = a\langle \psi^{(3)} | \sum_{i<j} \hat{V}_{ij} | \psi^{(3)} \rangle_a = 3 a\langle \psi^{(3)} | \hat{V}_{ij} | \psi^{(3)} \rangle_a$$

(175)

where we used the antisymmetry of the m-scheme state. The operator $\hat{V}_{ij}$ acts like the irreducible two-body operator $\hat{V}_{NN}$ in the two-body space of particle $i$ and $j$ and as an identity operator in the other particle spaces. Inserting the antisymmetric three-body
state in (175), yields

\[ a\langle \psi^{(3)} | \hat{V}_{NN} | \psi^{(3)} \rangle_a = 3 \cdot \frac{1}{3!} \left\{ \sum_p (-1)^p \hat{P} \langle \alpha_1 \alpha_2 \alpha_3 \rangle \right\} \hat{V}_{12} \left\{ \sum_p (-1)^p \hat{P} |\alpha_1 \alpha_2 \alpha_3 \rangle \right\} , \]

\[ = \frac{1}{2} \sum_{i<j} (\langle \alpha_i \alpha_j \rangle - \langle \alpha_j \alpha_i \rangle) \hat{V}_{NN} (|\alpha_i \alpha_j \rangle - |\alpha_j \alpha_i \rangle) , \]

\[ = \sum_{i<j} a\langle \alpha_i \alpha_j | \hat{V}_{NN} | \alpha_i \alpha_j \rangle_a . \]

(176)

From the first to the second line we used the property of the orthonormalized single-particle basis. So we expressed the three-body matrix elements by the two-body matrix elements \( a\langle \alpha_i \alpha_j | \hat{V}_{NN} | \alpha_i \alpha_j \rangle_a \) for the first case.

Second case: One different single-particle state

We have a look at the matrix elements of the three-body states \( |\psi^{(3)} \rangle = |\alpha_1 \alpha_2 \alpha_3 \rangle \) and \( |\psi'^{(3)} \rangle = |\alpha_1' \alpha_2 \alpha_3 \rangle \)

\[ a\langle \psi^{(3)} | \hat{V}_{NN} | \psi'^{(3)} \rangle_a = a\langle \psi^{(3)} | \sum_{i<j} \hat{V}_{ij} |\psi'^{(3)} \rangle_a , \]

\[ = 3 \cdot \frac{1}{3!} \left\{ \sum_p (-1)^p \hat{P} \langle \alpha_1 \alpha_2 \alpha_3 \rangle \right\} \hat{V}_{12} \left\{ \sum_p (-1)^p \hat{P} |\alpha_1' \alpha_2 \alpha_3 \rangle \right\} \]

\[ = \frac{1}{2} 3 \sum_{i=2} \langle \alpha_1 \alpha_i | \hat{V}_{NN} | \alpha_1' \alpha_i \rangle_a \]

\[ = \sum_{i=2} a\langle \alpha_1 \alpha_1 | \hat{V}_{NN} | \alpha_1' \alpha_i \rangle_a . \]

(177)

Note that their is only the sum over \( i \), \( |\alpha_1 \rangle \) and \( |\alpha_1' \rangle \) are the different single-particle states of the both three-body states.

Third case: Two different single-particle states

Using analogous steps as above, the matrix elements of the three-body states \( |\psi^{(3)} \rangle = |\alpha_1 \alpha_2 \alpha_3 \rangle \) and \( |\psi'^{(3)} \rangle = |\alpha_1' \alpha_2 \alpha_3 \rangle \) reads

\[ a\langle \psi^{(3)} | \hat{V}_{NN} | \psi'^{(3)} \rangle_a =_a \langle \alpha_1 \alpha_2 | \hat{V}_{NN} | \alpha_1' \alpha_2' \rangle_a . \]

(178)

There is no fourth case, because the three-body matrix elements of an irreducible two-body interaction, are zero for three different single-particle states in the bra and ket, due to the orthogonality of the single particle basis.
A.3 NN+NNN interactions in four-body basis

We point out why it is necessary to distinguish between the NN and NNN interaction instead of using the three-body matrix elements of a NN+NNN SRG-transformed interaction without a distinction. We use the notation introduced in Sec. 5.2.

For a nucleus with \( A = 3 \) nucleons, that would be a right choice. But if we investigate a nuclei with more nucleons, e.g. a nucleus with \( A = 4 \), we have to perform a cluster expansion to construct four-body matrix elements out of the NN+NNN matrix elements. To do this we have to treat the NN and NNN matrix elements in a different way. To get the four-body matrix elements out of the NN matrix elements one has to sum up the permuted two-body matrix elements

\[
\langle V_{\text{NN}}^{[2]} \rangle^{(4)} = \langle V_{\text{NN}}^{[2]} \rangle_{12}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{13}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{14}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{23}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{24}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{34}^{(2)} ,
\]  

(179)

where \( \langle V_{\text{NN}}^{[2]} \rangle_{ij}^{(2)} \) means the NN interaction operator applied in the two-body space of particle \( i \) and \( j \) (analog for the three-body matrix elements). The NNN interaction matrix elements in four-body space are given as

\[
\langle V_{\text{NNN}}^{[3]} \rangle^{(4)} = \langle V_{\text{NNN}}^{[3]} \rangle_{123}^{(3)} + \langle V_{\text{NNN}}^{[3]} \rangle_{124}^{(3)} + \langle V_{\text{NNN}}^{[3]} \rangle_{134}^{(3)} + \langle V_{\text{NNN}}^{[3]} \rangle_{234}^{(3)} ,
\]  

(180)

yielding the NN+NNN interaction in the four-body space

\[
\langle V_{\text{NN+NNN}}^{[2]} \rangle^{(4)} = \langle V_{\text{NN}}^{[2]} \rangle^{(4)} + \langle V_{\text{NNN}}^{[3]} \rangle^{(4)} = \langle V_{\text{NN}}^{[2]} \rangle_{12}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{13}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{14}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{23}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{24}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{34}^{(2)} + \langle V_{\text{NNN}}^{[3]} \rangle_{123}^{(3)} + \langle V_{\text{NNN}}^{[3]} \rangle_{124}^{(3)} + \langle V_{\text{NNN}}^{[3]} \rangle_{134}^{(3)} + \langle V_{\text{NNN}}^{[3]} \rangle_{234}^{(3)} .
\]  

(181)

Let us concentrate on the three-body space

\[
\langle V_{\text{NN}}^{[2]} \rangle^{(3)} = \langle V_{\text{NN}}^{[2]} \rangle_{12}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{13}^{(2)} + \langle V_{\text{NN}}^{[2]} \rangle_{23}^{(2)} ,
\]  

(182)

\[
\langle V_{\text{NNN}}^{[3]} \rangle^{(3)} = \langle V_{\text{NNN}}^{[3]} \rangle_{123}^{(3)} .
\]  

(183)
So the NN+NNN interaction in the three-body space is

\[
\langle V_{NN+NNN}^{[2,3]} \rangle^{(3)} = \langle V_{NN}^{[2]} \rangle^{(3)} + \langle V_{NNN}^{[3]} \rangle^{(3)} = \langle V_{NN}^{[2]} \rangle_{12}^{(2)} + \langle V_{NN}^{[2]} \rangle_{13}^{(2)} + \langle V_{NN}^{[2]} \rangle_{23}^{(2)} + \langle V_{NNN}^{[3]} \rangle_{123}^{(3)}.
\]

(184)

If we would use the NN+NNN matrix elements in the same way as the NNN matrix elements to construct the four-body matrix elements we would yield

\[
\langle V_{NN+NNN}^{[2,3]} \rangle^{(4)} \neq \langle V_{NNN}^{[3]} \rangle_{123}^{(3)} + \langle V_{NNN}^{[3]} \rangle_{124}^{(3)} + \langle V_{NNN}^{[3]} \rangle_{134}^{(3)} + \langle V_{NNN}^{[3]} \rangle_{234}^{(3)}.
\]

As we can see the two-body interaction part of \( \langle V_{NN+NNN}^{[2,3]} \rangle^{(4)} \) scales with another factor than the 3-body interaction part. Therefore we have to isolate these parts from each other. To investigate nuclei with \( A > 3 \).
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