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Abstract

We study the Taylor coefficients of the quark pressure with respect to the chemical potential �
about � D 0 with Dyson–Schwinger equations. The Dyson–Schwinger equation for the dressed
(i.e. nonperturbative) quark propagator is solved in the vacuum as well as at nonzero temperature
and chemical potential within a rainbow-ladder truncation. Furthermore, we derive and solve
self-consistent equations determining the derivatives of the dressed quark propagator with respect
to � at � D 0. Finally, we investigate the first three Taylor coefficients of the quark pressure.
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Zusammenfassung

Wir untersuchen die Taylor-Koeffizienten des Quark-Drucks bezüglich des chemischen Potentials
� um � D 0 mittels Dyson–Schwinger-Gleichungen. Die Dyson–Schwinger-Gleichung für den
gedressten (d.h. nicht-störungstheoretischen) Quark-Propagator wird im Vakuum und bei nicht
verschwindender Temperatur und nicht verschwindenden chemischen Potential gelöst. Weiterhin
leiten wir selbstkonsistente Gleichungen für die Ableitungen des gedressten Quark-Propagators
nach � und ausgewertet bei � D 0 her und lösen diese. Am Ende untersuchen wir die ersten
drei Taylor-Koeffizienten des Quark-Drucks.
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1. Introduction

Up to the late 1960’s, the vast amount of elementary particles discovered by experimental particle
physicists were believed to be literally elementary, i.e. having no substructure. This also included
the building blocks of atomic nuclei, the proton and the neutron. Aiming an explanation of
this so-called “particle zoo” led to the proposition by Gell-Mann and Zweig in 1964 [1, 2] that
these particles are not elementary but consist of quarks, held together by the so-called strong
force. This idea was supported by the first high-energy electron-proton scattering experiments,
indicating for the first time that the proton contains smaller point-like objects [3, 4]. Almost one
decade after the proposition of quarks, a theory called quantum chromodynamics (QCD) was
introduced [5, 6]. It contains quarks as fundamental constituents and gluons, which mediate
the strong force. The latter interact with the quarks as well as among themselves, making QCD
non-abelian and thus distinct from quantum electrodynamics, the field theory of electrons and
photons. One of the most important features of QCD is asymptotic freedom, which describes
the behaviour that the higher the energy the smaller the coupling of quarks and gluons. This
remarkable fact was shown by Gross and Wilczek [7] and independently by Politzer [8]. The
experimental confirmation (see Ref. [9] for an overview) led to the wide acceptance of QCD as
the theory describing the strong interaction. Another interesting feature of QCD is confinement,
stating that in the low-energy region, quarks and gluons only appear in bound states and are not
observed freely, which is not yet completely understood.

Of particular interest is the phase diagram of QCD [10, 11], where T denotes the temperature
and � the quark chemical potential. A sketch is shown in Figure 1.1.

T

�

CEP

Quark-gluon plasma

Nuclear
matter

Hadronic
phase

Colour
superconductivity

Figure 1.1.: Sketch of the QCD phase diagram in the .T; �/-plane.
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1. Introduction

In the domain of low temperature and density, we are in the hadronic phase where quarks and
gluons are confined to hadrons and chiral symmetry is broken. The region of T � 0 and small
chemical potential corresponds to the vacuum. For higher quark chemical potentials one crosses
a first-order phase boundary characterising the gas-liquid phase transition to nuclear matter. For
even higher �, colour-superconducting phases occur. Similar to the gas-liquid transition, a first
order phase transition separates the quark-gluon plasma where quarks and gluons are deconfined
and chiral symmetry is restored, from the hadronic phase for intermediate temperature and
chemical potential. This transition terminates in a critical endpoint (CEP) where the transition is
of second order. From there on, for smaller quark chemical potential, the transition becomes a
crossover (dashed line in Figure 1.1). Another phase that might appear, although not indicated in
Figure 1.1, is an inhomogeneous one at intermediate temperature and density.

However, the phase diagram of quantum chromodynamics described as above is mostly conjec-
tured and its true realisation is subject to many experimental and theoretical efforts (see e.g. [12]
for an overview). From a theoretical point of view, different tools are needed to explore the
various domains of the phase diagram. First of all, due to the complexity of QCD, an often
used approach is an effective theory which is based on QCD but accompanied with certain
simplifications. A prominent example is the Nambu–Jona-Lasinio model [13, 14], where the
gluons are infinitely heavy resulting in an effective four-quark interaction. It was successfully
applied to investigate colour-superconductivity and inhomogeneous phases, see e.g. [15, 16] for
a review. A second approach is the use of functional methods, namely the Dyson–Schwinger
equations (DSEs) [17–19] and the functional renormalisation group [20]. The latter deals with
differential equations of correlation functions with respect to an auxiliary infrared scale and
applications concerning the phase diagram can be found, for example, in [21, 22]. The DSEs on
the other hand are coupled integral equations of the correlation functions. They had proven to be
a powerful tool accessing different regions of the phase diagram. Selected results can be found in
Refs. [23–28]. A third method is lattice QCD, an ab-initio approach which discretises the theory
on a finite space-time grid. Due to that, the former infinite-dimensional path integral becomes
finite-dimensional and can be computed viaMonte-Carlo methods. While well-established results
for vanishing quark chemical potential are obtained, lattice QCD has a conceptual problem if
one tries to calculate at � ¤ 0. The reason is that the fermion determinant used as a probability
measure for the Monte-Carlo algorithm becomes complex. This is known as the “sign problem”.
Despite much effort (see e.g. [29–31]), the sign problem has not been resolved completely yet.
A rather straightforward way to obtain insights at nonvanishing chemical potential from lattice
QCD is a Taylor expansion of quantities with respect to � about � D 0. This expansion can be
used to extrapolate to � ¤ 0.
The present work is concerned with the aforementioned Taylor expansion technique. Our aim is
to calculate the Taylor coefficients of the quark pressure with respect to � about � D 0 using
Dyson–Schwinger equations. This has been done in the Nambu–Jona-Lasinio model as well as
on the lattice, but to our knowledge never from a Dyson–Schwinger perspective. Such a study
can be used as another test for the Dyson–Schwinger equations as an nonperturbative approach
to QCD by comparing the results with lattice QCD. Another possibility is the investigation of
the radius of convergence of the Taylor expansion with respect to � about � D 0.
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The document is organised as follows: In the next chapter we discuss the essential aspects of
QCD and derive the DSE for the fully dressed (i.e. nonperturbative) quark propagator in vacuum
(defined by T D � D 0) as well as at nonzero temperature and quark chemical potential. How to
truncate and solve the DSE for the quark propagator is the subject of Chapter 3. The subsequent
fourth chapter makes contact to thermodynamics and we present our results regarding the Taylor
coefficients of the quark pressure. We close with a summary of the work which has been done
and give a short outlook of possible future research.
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2. Theoretical Framework

2.1. Quantum Chromodynamics

In the following we try to summarise the concept and formalism of QCD. Since a comprehensive
treatment is beyond the scope of this section, we refer to the textbooks [32–35], on which the
following is based on.

2.1.1. Basic Setup

QCD is the quantum field theory describing the strong interaction. It is a non-abelian gauge
theory constrained by locality, Poincaré-invariance, local gauge invariance, and renormalisability.
The fundamental constituents of QCD are spin-1

2
Dirac spinors, called quarks, and spin-1 gauge

bosons, the gluons, which interact with the quarks and among themselves. The quarks occur
in Nf D 6 different types, called flavours, namely up, down, strange, charm, bottom, and top.
Furthermore, each quark flavour carries an additional degree of freedom, called colour, where
the number of colours is Nc D 3 (referred to as red, green, and blue).
As in every field theory, QCD is described by a Lagrangian. The gauge group is the non-abelian
group SU.Nc/ and the quarks belong by construction to the fundamental representation of it.
The QCD Lagrangian can be obtained from the free field Lagrangian by imposing the beforehand
mentioned principle of local gauge invariance. Since different quark flavours enter the Lagrangian
additively, we consider only one flavour for simplicity. The quark Lagrangian reads 1

Lquark ´ x 
��=@Cm� (2.1)

where denotes the quark field, x ´  �4 its Dirac adjoint, andm is the unrenormalised (bare)
quark mass. We supressed colour and Dirac indices, i.e.  is an Nc-component vector in colour
space whose components are Dirac spinors. Local gauge invariance now means that Lquark is
invariant under the transformation  !  0´ U , where U 2 SU.Nc/ is spacetime-dependent.
The mass term in (2.1) is obviously invariant while the derivative generates a term containing
@�U , which prevents the invariance 2. To overcome this problem, the usual derivative is replaced
with a covariant one:

@� ! D�´ @� C igsAa�T
a ; (2.2)

1 We refer to Appendix A for our notations and conventions. Most notably, we work solely in Euclidean spacetime.
2 For a global (i.e. spacetime-independent) transformation, (2.1) is obviously invariant.
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2. Theoretical Framework

where we introduced the gluon fields Aa� with a D 1; : : : ; N 2
c � 1. Furthermore, T a are

the generators of the gauge group SU.Nc/ in the fundamental representation, normalised to
Tr
�
T aT b

� D 1
2
•ab , and gs is the unrenormalised strong coupling constant. Local gauge invari-

ance of Lquark is now achieved by demanding a transformation behaviour of the gluon fields such
that

D0� 0 D U .D� / (2.3)

holds. This yields

Aa�T
a ! UAa�T

aU�1 C i
gs
.@�U/U

�1 : (2.4)

After adding the gluons to the theory, we are left with including a dynamic term for them,
i.e. a locally invariant term which contains Aa� and its derivatives. To this end, we consider the
commutator of two covariant derivatives:

� i
gs

�
D�;D�

� D �@�Aa� � @�Aa� � gsf abcAb�Ac��T a
µ F a��T

a ;

(2.5)

which defines the gluon field strength tensorF a�� . In Eq. (2.5), f abc are the totally antisymmetric
SU.Nc/ structure constants defined by

�
T a; T b

� D if abcT c . Using (2.4), the gluon field
strength tensor transforms under a gauge transformation according to

F a��T
a ! UF a��T

aU�1 : (2.6)

The locally gauge invariant gluon Lagrangian LYM (named after Yang and Mills who first
introduced it [36]) is given by

LYM´ 1

4
F a��F

a
�� : (2.7)

Thus, the QCD Lagrangian reads [5, 6]

LQCD´ Lquarks CLYM

D x �� =D Cm� C 1

4
F a��F

a
�� ;

(2.8)

which is used to define the generating functional of QCD in the path integral formalism by

ZŒJ �´
Z

D
� x  A� exp��IQCD C Z d4x

�
j a�A

a
� C x� C x �

��
(2.9)

with the abbreviation D
� x  A�´ D x D 

Q
�;bDAb� , the sources j a� , x�, � (summarised in

the argument J ), and the action

IQCD´
Z

d4xLQCD : (2.10)

6



2.1. Quantum Chromodynamics

2.1.2. Gauge Fixing

The QCD Lagrangian was constructed to be invariant under local gauge transformations

 !  .#/´ U# ; x ! x .#/´ x U�1# ; (2.11a)

A� ! A.#/;a� T a ´ U#A
a
�T

aU�1# C
i
gs
.@�U#/U

�1
# ; (2.11b)

where U# ´ exp
�
i#a.x/T a

� 2 SU.Nc/ with spacetime-dependent functions #a.x/ which
characterise the transformation. The field configurations generated from a given configuration�
 ; x ;A�

�
by all possible gauge transformations form a set

O
�
 ; x ;Aa�

�´ ²�
 .#/; x .#/; A.#/;a� T a

�
W U# D exp

�
i#a.x/T a

� 2 SU.Nc/

³
; (2.12)

the so-called gauge orbit. Since the Lagrangian is invariant under gauge transformations, all
configurations contained in a gauge orbit O

�
 ; x ;Aa�

�
yield the same action. Thus, the path

integral in (2.9) also covers equivalent configurations, which generates an infinite factor, the
volume of the gauge group, which has to be factorised and absorbed into the normalisation of the
path integral. Furthermore, the quadratic part Aa�

��g�� @2C @�@��Aa� of the gluon Lagrangian
has vanishing eigenvalues, preventing the definition of a perturbative gluon propagator.

In order to solve these problems, one has to restrict the path integral to one representative per
gauge orbit. The method of gauge fixing proposed by Faddeev and Popov [37] realises this by
placing a restriction on the gluon fields, viz. demanding that only field configurations obeying

F ŒAa�� D Ba (2.13)

are taken into account, where F is a local functional of Aa�. Ba is in principle arbitrary as long
as it is independent of the gluon fields and singles out exactly one configuration per gauge orbit.
We choose linear covariant gauges, i.e. F ŒAa��´ @�A

a
�, and instead of fixing Ba, one averages

over all possible Ba with a Gaussian weight centred on Ba D 0. This leads to the gauge-fixed
partition function

Zgf ŒJ �´
Z �Y

b

DBb
�
exp

�
� 1
2�

Z
d4x .Ba/2

�
ZŒJ �

ˇ̌̌̌
F ŒAa��DBa

(2.14)

with a parameter � , which determines the width of the Gaussian. The gauge-fixing condition is
now implemented by inserting

1 D
Z �Y

b

D#b
�Y
a;x

•
�
F
�
A.#/;a�

�
.x/ � Ba.x/

�
det.M/ (2.15)

into the path integrals in (2.14). Here, det.M/ denotes the so-called Faddeev-Popov determinant,
where the matrix M is defined by its elements,

Mab ´ •F
�
A
.#/;a
�

�
•#b

: (2.16)

7



2. Theoretical Framework

Finally, Faddeev and Popov expressed the determinant as a path integral,

det.M/ D
Z

D Œxcc� exp
�
�
Z

d4x xc aMabcb
�
; (2.17)

to maintain the Lagrangian form of the gauge-fixed generating functional. Consequently, this
adds the auxiliary fields ca and xc a to the theory, called ghosts. They have the odd property being
anticommuting spin-0 fields. Thus, together with the unphysical gluon polarisations, they have
to be absent in the physical spectrum.

Eventually, bringing all pieces together (referring to [34] for a detailed derivation) we arrive at
the final form of the gauge-fixed generating functional

Zgf ŒJ � D
Z

D
� x  Axcc� exp��Igf C Z d4x

�
j a�A

a
� C x� C x �C x�aca C xc a�a

��
(2.18)

with additional sources x�a, �a for the ghost fields and the action

Igf ´
Z

d4xLgf (2.19)

with the gauge-fixed QCD Lagrangian

Lgf ´ LQCD C 1

2�

�
@�A

a
�

�2 C xc a�@�Dab� �cb ; (2.20)

whereDab� D •ab@�C gsf abcAc� denotes the covariant derivative in the adjoint representation
of the gauge group. Furthermore, the gauge parameter � can be chosen freely. In this work, we
use Landau gauge, defined by � ! 0. Thus, the gauge condition reads @�Aa� D 0, i.e. the gluons
are purely transverse.

Finally, we would like to add two remarks:

– The gauge-fixing procedure summarised above breaks of course local gauge invariance.
However, Lgf is still invariant under a transformation discovered by Becchi, Rouet, and
Stora [38–40] and independently by Tyutin [41, 42]. This so-called BRST transformation
ensures the absence of ghosts and unphysical gluon polarisations in the physical spectrum.
A detailed discussion can be found in Refs. [34, 43].

– Eq. (2.15) is accompanied by the tacit assumptions that the argument of the delta function
has only one zero and that the Faddeev-Popov determinant is positive. In general, both
assumptions are not true. It can be shown that the Faddeev-Popov determinant is only
positive in the vicinity of Aa� D 0 (i.e. in perturbation theory). Furthermore, there exists
distinct gluon fields fulfilling the Landau gauge condition that are related by a gauge
transformation [44]. Even worse, for a non-Abelian gauge group there exists no local
function Ba (cf. Eq. (2.13)) which singles out exactly one field configuration per gauge

8



2.1. Quantum Chromodynamics

orbit [45]. A solution of this problem is by no means simple and a first approach is to
restrict the path integral to the region where the Faddeev-Popov determinant is positive.
Unfortunately, this does not solve the problem completely. A detailed discussion can be
found in Ref. [46]. However, we assume that the path integral (2.18) is well defined.

2.1.3. Generating Functionals and Correlation Functions

Before we proceed, we shall generalise the above to several quark flavours: We now treat the quark
field  as an Nf -component vector in flavour space where each component is an Nc-component
vector in colour space with components being Dirac spinors. Furthermore, for the sake of
brevity, we collect the fields and corresponding sources in tuples � ´ � x ˛;  ˛; Aa�; xc a; ca� and
J ´ �

�˛; x�˛; j a� ; �a; x�a
�
. Here, ˛ denotes a collective index, summarising flavour, colour, and

Dirac degrees of freedom.

Now, having the gauge-fixed generating functional at hand, we can derive correlation functions
(in presence of the sources) by taking functional derivatives of Zgf with respect to the sources.
Generically,

h�i.x1/�j.x2/ : : :iJ ´˙
1

Zgf ŒJ �

•nZgf ŒJ �

•Ji.x1/•Jj .x2/ : : :
: (2.21)

Note that the physical correlation functions are obtained by setting J D 0. However, correlation
functions generated in this way contain disconnected and connected parts. Usually, one is only
interested in the latter and it is advantageous to define

W ŒJ �´ log.Zgf ŒJ �/ ; (2.22)

which generates only connected correlation functions. The simplest case are the one-point
correlation functions, i.e. the expectation values of the fields in presence of the sources, called
the macroscopic fields ˚i :

•W ŒJ �

•Ji .x/
D ˙h�i .x/iJ µ˙˚i .x/ (2.23)

where the plus sign stands for Ji 2
®
j a� ; x�˛; x�a

¯
and the minus sign for Ji 2

®
�˛; �

a
¯
, where

the latter emerges from exchanging Graßmann-valued quantities 3. Explicitly, the macroscopic
fields of the quarks, gluons, and ghosts are denoted by x	˛ , 	˛ , Aa

�, xCa, and Ca, respectively. A
Legendre transform of W ŒJ � yields the one-particle irreducible (1PI) effective action [47]

�1PIŒ˚�´
Z

d4x
�
x	˛�˛ C x�˛	˛ C j a�Aa

� C xCa�a C x�aCa
�
�W ŒJ � : (2.24)

This implies that the sources are given by

•�1PIŒ˚�

•˚i .x/
D ˙Ji .x/ ; (2.25)

3 All functional derivatives act from the left like ordinary derivatives.

9



2. Theoretical Framework

where the upper sign applies to ˚i 2
®
Aa
�;
x	˛; xCa

¯
and the lower sign to ˚i 2

®
	˛;C

a
¯
.

Furthermore, the physical dressed quark, gluon, and ghost propagators S˛ˇ ,Dab�� , and Gab are
defined as two-point functions with vanishing sources and can be expressed either by derivatives
of W ŒJ � or �1PIŒ˚�:

S˛ˇ .x; y/´
•2W ŒJ �

•�ˇ .y/•x�˛.x/

ˇ̌̌̌
JD0
D
�

•2�1PIŒ˚�

•	ˇ .y/• x	˛.x/

��1
; (2.26a)

Dab��.x; y/´
•2W ŒJ �

•j b� .y/•j
a
�.x/

ˇ̌̌̌
JD0
D
�

•2�1PIŒ˚�

•Ab
�.y/•A

a
�.x/

��1
; (2.26b)

Gab.x; y/´ •2W ŒJ �

•�b.y/•x�a.x/

ˇ̌̌̌
JD0
D
�

•2�1PIŒ˚�

•Cb.y/• xCa.x/

��1
; (2.26c)

where the right hand side has to be evaluated at the stationary point, i.e. at the value of ˚ for
which •�1PI=•˚ D 0. The bare propagators are obtained from �1PIŒ˚� D Igf Œ˚� for vanishing
macroscopic fields, e.g.

S�10;˛ˇ .x; y/´
•2Igf Œ˚�

•	ˇ .y/• x	˛.x/

ˇ̌̌̌
˚D0
D ��=@Cm�

˛ˇ
•.4/.x � y/ (2.27)

is the bare quark propagator.

The dressed vertices are n-point functions with n > 2. For example, the dressed quark-gluon
vertex � a

�;˛ˇ
is defined by

gs�
a
�;˛ˇ .x; y; ´/´

•3�1PIŒ˚�

•Aa
�.x/•	ˇ .´/•

x	˛.y/
: (2.28)

For its Fourier transform, we define the gluon momentum k to be incoming whereas the quark
momenta q and p are defined such that the former is incoming and the latter outgoing (cf. Figure
2.1), i.e.

gs�
a
�;˛ˇ .k; q; p/ D

•
d4x d4y d4´ gs� a�;˛ˇ .x; y; ´/ e

�ik�x e�iq�x eip�x : (2.29)

Furthermore, momentum conservation allows to define a reduced vertex via

gs�
a
�;˛ˇ .k; q; p/ D �igs .2 /4•.4/.k C q � p/� a�;˛ˇ .q; p/ ; (2.30)

which entails k D p � q for the gluon momentum.

2.1.4. Renormalisation

In specific calculations, one encounters divergent integrals which have to be regularised. This
introduces a regularisation parameter � (e.g. a sharp momentum cutoff). Consequently, quanti-
ties like correlation functions calculated from these regularised integrals depend on this artifical

10



2.1. Quantum Chromodynamics

pq

# k

Figure 2.1.: Momentum flow for the dressed quark-gluon vertex (depicted as a thick
dot). The quarks are depicted as straight lines and the gluons is represented
by a curly line.

parameter. Fortunately, the gauge-fixed Lagrangian given in (2.19) is multiplicatively renormalis-
able [48, 49]. Thus, the introduction of a finite number of renormalisation constants Zi removes
all occuring divergencies and the results are finite and independent of �. Instead, renormalised
quantities depend on a renormalisation scale �, at which the physical parameters of the theory
are defined. The transition from regularisation parameter dependence to renormalisation point
dependence is encoded in the renormalisation constants, thus they are functions of � and �.

To obtain a renormalised theory, the fields, the coupling constant, and the mass are rescaled
according to

x  ! Z2 x  ; Aa� !
p
Z3A

a
� ; xc acb ! zZ3 xc acb

gs ! Zgs gs ; m ! Zmm ;
(2.31)

where Z2, Z3, zZ3, Zgs , and Zm are the quark, gluon, ghost, coupling constant, and mass
renormalisation constant, respectively. The renormalised, gauge-fixed QCD Lagrangian is
explicitly given by

Lgf;R ´ Z2 x 
��=@CZmm� �Z1F igs x =AaT a C Z3

4

�
@�A

a
� � @�Aa�

�2
�Z1gsf abc

�
@�A

a
�

�
Ab�A

c
� C

Z4

4
g2s f

abef cdeAa�A
b
�A

c
�A

d
�

C zZ3 xc a@2ca C zZ1gsf abc xc a@�
�
cbAc�

�C 1

2�

�
@�A

a
�

�2
(2.32)

with additional renormalisation constants Z1F, Z1, Z4, and zZ1 for the quark-gluon, three-
gluon, four-gluon, and ghost-gluon vertex, respectively. These renormalisation constants are not
independent but related to the those in (2.31) via

Z1F D ZgsZ2
p
Z3 ; Z1 D ZgsZ3=23 ;

Z4 D
�
ZgsZ3

�2
; zZ1 D Zgs zZ3

p
Z3 :

(2.33)

These relations are called Slavnov–Taylor identities [50, 51] and obtained by exploiting the
BRST invariance of the Lagrangian. Note that it is not necessary to introduce a renormalisation
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2. Theoretical Framework

constant for the last term in (2.32), since its only purpose is to implement the Landau gauge
condition @�Aa� D 0 and is therefore insensitive to a rescaling of the gluon field. Furthermore,
Landau gauge entails zZ1 D 1 [51], yielding

Zgs D
1

zZ3
p
Z3

; Z1F D Z2

zZ3
: (2.34)

Consequently, the correlation functions introduced in Section 2.1.3 inherit the renormalisation
dependence. The unrenormalised quark, gluon, and ghost propagators (indicated by an addi-
tional dependence on �) are related to their renormalised versions (indicated by an additional
dependence on �) by

S˛ˇ .x; yI�/ D Z2S˛ˇ .x; yI �/ ; (2.35a)

Dab��.x; yI�/ D Z3Dab��.x; yI �/ ; (2.35b)

Gab.x; yI�/ D zZ3Gab.x; yI �/ : (2.35c)

Finally, the gauge-fixed and renormalised action is defined by

Igf;R ´
Z

d4xLgf;R : (2.36)

2.1.5. QCD at Nonzero Temperature and Density

Since our goal is the calculation of Taylor coefficients of the quark pressure, we have to consider
QCD at nonzero temperature and density. To this end, the system is coupled to a heat bath,
i.e. the system is described with respect to the heat bath’s reference frame which leads to a
preferred direction, given by the four-velocity u� of the heat bath. Without loss of generality,
we use u� D .1; 0; 0; 0/ (i.e. the reference frame mentioned before is the rest frame of the
medium). Consequently, the original O.4/ symmetry is broken to O.3/, since the symmetry of
the coordinates perpendicular to u�, which are precisely the spatial coordinates, remains.

Nonzero temperature T > 0 is introduced by restricting the (Euclidean) time integration to the
interval Œ0; 1=T �, i.e.

Z
d4xf .x/ !

1=TZ
0

dx4
Z

d3xf
�
x D .x4;x/

�
; (2.37)

In momentum space, this replaces the integral over the (Euclidean) energy component p4 of the
momentum with a sum over discrete frequencies !n,Z d4p

.2 /4
f .p/ ! T

1X
nD�1

Z d3p
.2 /3

f
�
p D .!n;p/

�
; (2.38)
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2.2. Dyson–Schwinger Equations

called Matsubara frequencies [52]. These differ for fermions and bosons, since the former obey
antiperiodic boundary conditions, e.g.  .0;x/ D � .1=T;x/ for quarks, and the latter periodic
boundary conditions, e.g. Aa�.0;x/ D Aa�.1=T;x/ for gluons. Thus, the Matsubara frequencies
are given by

!n´
´
.2nC 1/ T for fermions ;
2n T for bosons :

(2.39)

Finally, nonzero quark chemical potential � > 0 is introduced as a Lagrange multiplier in the
action

Igf D
1=TZ
0

dx4
Z

d3x
�
Lgf C � � 

�
; (2.40)

enforcing baryon number conservation. Since  � D x 4 , the dependence on the chemical
potential can be included in the quark Lagrangian

Lquark ! Lquark C � � D x 
�� =D CmC �4� : (2.41)

2.2. Dyson–Schwinger Equations

The Dyson–Schwinger equations (DSEs) are coupled integral equations for the correlation
functions of a theory and obtained from the action of the theory without any approximation
and are therefore exact. They were first discovered by Dyson and Schwinger [17–19], for a
comprehensive review we refer to Refs. [53–57].

The starting point for the derivation of the DSEs in vacuum is the identity (see App. B)

0 D
Z

D�
•

•�i .x/
exp

�
�Igf;RŒ��C

Z
d4y

�
j a�A

a
� C x�˛ ˛ C x ˛�˛ C x�aca C xc a�a

��
:

(2.42)

Carrying out the derivative, we can write

0 D
Z

D�

�
�•Igf;RŒ��
•�i .x/

˙ Ji .x/
�

� exp
�
�Igf;RŒ��C

Z
d4x

�
j a�A

a
� C x�˛ ˛ C x ˛�˛ C x�aca C xc a�a

��
D
�
�•Igf;RŒ��
•�i .x/

�
�j !˙ •

•Jj

�
C •�1PIŒ˚�

•˚i .x/

�
Zgf;RŒJ �

D
�
�•Igf;RŒ��
•�i .x/

�
�j !˙ •

•Jj

�
C •�1PIŒ˚�

•˚i .x/

�
exp.W ŒJ �/ (2.43)
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2. Theoretical Framework

where we used Eq. (2.25) to replace the sources with derivatives of the 1PI effective action. Con-
cerning the substitution of the fields with derivatives, the plus sign applies to �j 2

®
Aa�;  ˛; c

a
¯

and the minus sign to �j 2
® x ˛; xc a¯. Eq. (2.43) can be rewritten even further to obtain

•�1PIŒ˚�

•˚i .x/
D •Igf;RŒ��

•�i .x/

�
�j !˙

�
•

•Jj
C •W ŒJ �

•Jj

��
1 ; (2.44)

which is regarded as the generating DSE for all n-point correlation functions. From this equation,
all DSEs can be derived in the following way:

– Evaluate (2.44) with appropriate fields �i , ˚i and replace the quantities •W=•Jj with the
corresponding classical fields j̊ .

– Perform n� 1 further derivatives with respect to appropriate fields j̊ on the left and right
hand side of the result obtained from the previous step.

– Set J D 0 to obtain the DSE for the physical n-point correlation function.

Derivation of the Dyson–Schwinger Equation for the Quark Propagator

Since the DSE for the quark propagator (qDSE) plays an important part in this work, we shall
derive it in the following using the recipe described above. The qDSE is obtained by choosing
�i D x ˛ and ˚i D x	˛, respectively. The derivative of the action reads

•Igf;RŒ��

• x ˛.x/
D �Z2 ��=@CZmm� �Z1F igs =A

a
T a
�
˛ı
 ı.x/ (2.45)

and the right hand side of Eq. (2.44) is then given by

•Igf;RŒ��

• x ˛.x/

"
 ı !

•W ŒJ �

•x�ı
C •

•x�ı
; Aa� !

•W ŒJ �

•j a�
C •

•j a�

#
1

D
"
Z2
��=@CZmm� �Z1F igs�

�
•W ŒJ �

•j a�.x/
C •

•j a�.x/

�
T a

#
˛ı

�
•W ŒJ �

•x�ı.x/
C •

•x�ı.x/
�
1

D Z2
��=@CZmm�˛ı	ı.x/ �Z1F igs

�
�T

a
�
˛ı

�
•	ı.x/

•j a�.x/
CAa

�.x/	ı.x/

�
: (2.46)

For the moment, the left hand side of Eq. (2.44) reads •�1PIŒ˚�=• x	˛.x/. A subsequent derivative
with respect to 	ˇ .y/ yields the inverse dressed quark propagator (cf. Eq. (2.26a)). Thus, we
find

S�1˛ˇ .x; y/ D Z2
��=@CZmm�˛ˇ •.4/.x � y/

�Z1F igs
�
�T

a
�
˛ı

 
•2	ı.x/

•	ˇ .y/•j
a
�.x/

C •

•	ˇ .y/

�
Aa
�.x/	ı.x/

�!
: (2.47)
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2.2. Dyson–Schwinger Equations

Using the functional chain rule and Eq. (2.25) yields

S�1˛ˇ .x; y/ D Z2
��=@CZmm�˛ˇ •.4/.x � y/

�Z1F igs
�
�T

a
�
˛ı

Z
d4´ .˙/ •2�1PIŒ˚�

•	ˇ .y/•˚i .´/

 
•3W ŒJ �

•Ji .´/•j a�.x/•x�ı.x/

C •

•Ji .´/

�
Aa
�.x/	ı.x/

�!
(2.48)

Now, we set the sources to zero to obtain the physical correlation functions. In this case, the only
nonvanishing contribution from the chain rule is ˚i D x	 . Thus, using (2.26a),

S�1˛ˇ .x; y/ D Z2
��=@CZmm�˛ˇ •.4/.x � y/

�Z1F igs
�
�T

a
�
˛ı

Z
d4´

•2�1PIŒ˚�

•	ˇ .y/• x	".´/
•

•j a�.x/

�
•2�1PIŒ˚�

•	".´/• x	ı.x/

��1
:

(2.49)

The derivative of the inverse second derivative of the effective action is evaluated using the
identity •M�1 D �M�1.•M/M�1, which is reminiscent of finite-dimensional matrix calculus.
Finally, we arrive at

S�1˛ˇ .x; y/ D Z2
��=@CZmm�˛ˇ •.4/.x � y/CZ1F igs

�
�T

a
�
˛ı

�
“

d4´ d4´0 •2W ŒJ �

•j a�.x/•j
b
� .´/

•3�1PIŒ˚�

•Ab
�.´/•	ˇ .y/•

x	".´0/
•2W ŒJ �

•	".´0/• x	ı.x/
:

(2.50)

Now we have to make some identifications to put the result in a more common form. Since
the bare propagators are defined as the corresponding derivatives of the action evaluated at
vanishing macroscopic fields, the first term in (2.50) is readily identified as the inverse bare quark
propagator

S�10;˛ˇ .x; y/ D Z2
��=@CZmm�˛ˇ •.4/.x � y/ : (2.51)

The second term corresponds to the quark self-energy, which is defined as

˙˛ˇ .x; y/´ Z1F igs
�
�T

a
�
˛ı

�
“

d4´ d4´0 •2W ŒJ �

•j a�.x/•j
b
� .´/

•3�1PIŒ˚�

•Ab
�.´/•	ˇ .y/•

x	".´0/
•2W ŒJ �

•	".´0/• x	ı.x/
:

(2.52)
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2. Theoretical Framework

Eventually, using (2.26a), (2.26b) and the definition (2.28) of the dressed quark-gluon vertex,
we arrive at the qDSE in coordinate space

S�1˛ˇ .x; y/ D S�10;˛ˇ .x; y/C˙˛ˇ .x; y/ (2.53)

with the self-energy

˙˛ˇ .x; y/ D Z1F ig2s
�
�T

a
�
˛ı

“
d4´ d4´0Dab��.x; ´/Sı".x; ´0/� b�;"ˇ .´; ´

0; y/ : (2.54)

Up to this point, we have the qDSE at hand in coordinate space only. Since the momentum
space is in general more advantageous, we Fourier transform Eq. (2.53) with the assumption of a
homogenous system, i.e. the propagators and the self-energy depend only on the relative distance
x � y and therefore on one single momentum after the Fourier transform. Furthermore, we
exploit momentum conservation at the quark-gluon vertex and use Eq. (2.30). Thus, the qDSE
in momentum space is given by

S�1˛ˇ .p/ D S�10;˛ˇ .p/C˙˛ˇ .p/ (2.55)

with the inverse bare quark propagator

S�10;˛ˇ .p/ D Z2
��i=p CZmm�˛ˇ (2.56)

and the self-energy

˙˛ˇ .p/ D Z1Fg
2
s
�
�T

a
�
˛ı

Z d4q
.2 /4

Dab��.k/Sı".q/�
b
�;"ˇ .q; p/ ; (2.57)

where k WD p � q defines the momentum flow.

The qDSE can also be represented diagrammatically, namely

�1 D �1 C ; (2.58)

where plain lines representing quark propagators, curly lines gluon propagators, and circles
on the joints vertices. Dressed quantities are indicated by a thick dot and the small dot in the
self-energy loop diagram is the bare quark-gluon vertex Z1Fgs�T

a.

Nonzero Temperature and Density

The description of QCD at nonzero temperature T and quark chemical potential � is summarised
in Section 2.1.5. Having this in mind, the most important difference to the vacuum is that the
propagators depend now separately on a Matsubara frequency and the spatial three-momentum.
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2.2. Dyson–Schwinger Equations

The same applies to the dressed quark-gluon vertex, which depends separately on two Matsubara
frequencies and two three-momenta. Furthermore, the chemical potential enters as an external
parameter. Thus, the qDSE at nonzero T and � reads

S�1˛ˇ .!n;pI�/ D S�10;˛ˇ .!n;pI�/C˙˛ˇ .!n;pI�/ ; (2.59)

with the inverse bare quark propagator

S�10;˛ˇ .!n;pI�/ D Z2
��i z!n4 � i=p CZmm

�
˛ˇ

(2.60)

and the self-energy

˙˛ˇ .!n;pI�/ D Z1Fg
2
s
�
�T

a
�
˛ı

� T
1X

lD�1

Z d3q
.2 /3

Dab�� .˝nl ;k/Sı".!l ; qI�/� b�;"ˇ .!l ; q; !n;pI�/ :

(2.61)

In the above equations, the yet unknown quantities are given by z!n´ !n C i�, k WD p � q,
and ˝nl WD !n � !l .
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3. Solving the Quark Dyson–Schwinger Equation

In the last chapter we derived the DSE for the renormalised quark propagator (qDSE). Recalling
its diagrammatic form

�1 D �1 C ; (3.1)

one recognises that the dressed quark propagator, the quantity we want to solve for, appears on
both sides of the equation. Thus, the qDSE has to be solved self-consistently. Unfortunately,
the equation contains two unknown quantities: The dressed gluon propagator, which reads in
vacuum

Dab��.k/ D •ab
�
•�� � k�k�

k2

�
ZYM.k

2/

k2
(3.2)

with the gluon dressing ZYM.k
2/, and the dressed quark-gluon vertex. The dependence on the

latter is a feature shared by other DSEs as well, namely that a DSE for an n-point correlation
function depends on an .nC1/-point correlation function, which obeys again its own DSE. Thus,
one has to solve an infinite number of coupled equations. This is sometimes referred to as the
“infinite tower of DSEs”. As a consequence, truncations are necessary to obtain a finite system
of equations, which are solved numerically.

3.1. Vacuum Solutions

3.1.1. Truncation of the Quark Dyson–Schwinger Equation

The qDSE (2.55) has still a rather complicated form for a numerical treatment. It contains a
multi-layered index-structure (summarising flavour, colour, and Dirac degrees of freedom) and
depends as above-mentioned on the dressed gluon propagator and the dressed quark-gluon vertex.
The first step is to reduce the index structure of the equation. One important observation is that
the only flavour dependence originates from the quark mass 1. Thus, the qDSE for a generic
flavour f reads

S�1˛ˇ .p/ D Z2
��i=p CZmmf �˛ˇ CZ1Fg

2
s
�
�T

a
�
˛ı

Z d4q
.2 /4

Dab��.k/Sı".q/�
b
�;"ˇ .q; p/ ;

(3.3)
1 We assume that all renormalisation constants are flavour-independent.
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3. Solving the Quark Dyson–Schwinger Equation

where the collective indices ˛, ˇ, etc. now summarising colour and Dirac degrees of freedom
only. As defined in the previous chapter, the gluon momentum is always given by k D p � q. To
simplify the index structure even further, we do not resolve the Dirac structure explicitly for the
sake of brevity, use the fact that the propagators are diagonal in colour space, and assume that
the colour dependence of the quark-gluon vertex factorises, i.e.

S�1˛ˇ D •˛ˇ S�1 ; Dab�� D •abD�� ; � b�;"ˇ D
�
T b
�
"ˇ
�� ; (3.4)

where the indices ˛, ˇ, and " are now colour degrees of freedom only. Finally, after inserting
this factorisations into (3.3) and taking the colour trace we arrive at

S�1.p/ D Z2
��i=p CZmmf �C 4

3
Z1Fg

2
s

Z d4q
.2 /4

�D��.k/S.q/��.q; p/ : (3.5)

At this point, we reduced the index structure of the qDSE to Dirac degrees of freedom only.
However, we are still faced with the dressed gluon propagator and the dressed quark-gluon vertex.
In principle, the latter is constrained by its Slavnov-Taylor identity [58]

k���.q; p/ D G.k2/
�
H.q; p/S�1.p/ � S�1.q/H.q; p/� ; (3.6)

where G.k2/ denotes the ghost dressing function andH is an auxiliary function related to the
ghost-quark scattering kernel. Unfortunately, the full nonperturbative form ofH is still unknown
(see [59, 60] for recent work) and one has to employ ansätze for the dressed quark-gluon vertex.
Once an ansatz for ��.q; p/ is chosen, one can consider the gluon DSE to obtain the dressed
gluon propagator. This equation splits into a pure Yang-Mills part involving only gluons and
ghosts (where again truncations are necessary since fully dressed three- and four-gluon vertices
appear) and a quark-loop diagram. As a consequence, the gluon and quark DSE have to be solved
simultaneously, which is numerically a very hard and demanding task. Furthermore, our goal is
the calculation of Taylor coefficients of the quark pressure, which has not been done (at least to
our knowledge) before from a Dyson–Schwinger perspective. Thus, we choose a rather simple
approximation, the so-called rainbow-ladder (RL) truncation, defined by [54]

1

8 2
Z1Fg

2
s D��.k/��.q; p/ !

˛eff.k
2/

k2

�
•�� � k�k�

k2

�
� : (3.7)

In other words, the RL truncation replaces the dressed gluon propagator and the dressed quark-
gluon vertex with their bare values and introduces an effective quark-gluon coupling ˛eff . The
latter is phenomenologicallymotivated and constrained by providing an infrared strength sufficient
for dynamical chiral symmetry breaking and reproducing the behaviour of the perturbative
running coupling of QCD for large momenta. Furthermore, since Z1F cannot be calculated
nonperturbatively without analysing the DSE for the dressed quark-gluon vertex, it is absorbed
in the effective coupling. We follow Ref. [61] and use

˛eff.k
2/

k2
´ D

!4
e�k2=!2 C m

k2 log
h
£C �1C k2=�2QCD�2i

�
1 � e�k2=.4m2t /

�
(3.8)
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3.1. Vacuum Solutions

m� [GeV] f� [GeV] mK [GeV] fK [GeV]
Calculation 0.136 0.090 0.497 0.110
Experiment 0.138 0.092 0.496 0.113

Table 3.1.: Masses and decay constants of pions and kaons obtained from a Dyson–
Schwinger and Bethe–Salpeter calculation with the model of Eq. (3.8) [61].
The experimental values are taken from Ref. [62].

with
m D 12

25
; £ D e2� 1 ;

�QCD D 0:234GeV ; mt D 0:5GeV :
(3.9)

Furthermore, we choose
.D!/1=3 D 0:8GeV (3.10)

with ! D 0:6GeV (we refer to [61] for more information). Together with current-quark masses
mu.�/ D md.�/ D 3:4MeV for up and down quarks,ms.�/ D 82MeV for the strange quark at a
renormalisation point of � D 19GeV, the model described by Eq. (3.8) yields a good description
of pion and kaon masses and their decay constants (cf. Table 3.1). The effective coupling ˛eff
with the above described parameters is shown in Figure 3.1.

With the RL truncation, all quantities in the qDSE are specified. Thus, we obtained a closed
integral equation which is diagrammatically given by

�1 D �1 C ; (3.11)

where the shaded dot denotes a bare gluon mediating the effective coupling. Now, the RL-
truncated qDSE has to be solved numerically. To this end, the inverse dressed quark propagator
is parameterised in Dirac space by

S�1.p/ D �i=pA.p2/C B.p2/ ; (3.12)

where A and B are the vector and scalar dressing functions, respectively. They are nontrivial
functions of p2 and incorporate the full nonperturbative nature of the dressed quark propagator.
Inverting (3.12) in Dirac space yields

S.p/ D i=pA.p2/C B.p2/
p2A2.p2/C B2.p2/ ; (3.13)

which is often written as

S.p/ D Z.p2/
��i=p CM.p2/�
p2 CM 2.p2/

; (3.14)
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0:0 0:5 1:0 1:5 2:0 2:5 3:0

k2 [GeV2]

0:0

0:2

0:4

0:6

0:8

1:0

˛
eff
.k

2
/

Figure 3.1.: Effective coupling obtained from Eq. (3.8) with parameters as described
in (3.9) and (3.10), where ! D 0:6GeV.

whereZ.p2/´ 1=A.p2/ andM.p2/´ B.p2/=A.p2/ are the quark wave function and quark
mass function, respectively. Thus, the RL-truncated qDSE reads

�i=pA.p2/C B.p2/ D Z2
��i=p CZmmf �C 32 2

3

Z d4q
.2 /4

˛eff.k
2/

k2

� �
�
•�� � k�k�

k2

� i=qA.q2/C B.q2/
q2A2.q2/C B2.q2/ �

(3.15)

Solving this equation now means solving for the dressing functions A and B . Before doing that,
we evaluate the Dirac structure of the integral kernel. Using the relations (A.9), we find

�

�
•�� � k�k�

k2

�
S.q/� D 1

q2A2.q2/C B2.q2/
�
�i
�
=q C 2 k � q

k2
=k

�
A.q2/C 3B.q2/

�
:

(3.16)

In order to obtain equations determining the dressing functions A and B , we project the qDSE
(3.15) onto them. The projections are given by

A.p2/ D � 1

4ip2
Tr
�
=pS
�1.p/

�
; (3.17a)

B.p2/ D 1

4
Tr
�
S�1.p/

�
: (3.17b)

Carrying out the projections, we arrive at the following coupled integral equations for the dressing
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3.1. Vacuum Solutions

functions A and B:

A.p2/ D Z2 C 32 2

3p2

Z d4q
.2 /4

˛eff.k
2/

k2

�
2
.k � q/.p � k/

k2
C p � q

�
A.q2/

q2A2.q2/C B2.q2/ ;

(3.18a)

B.p2/ D Z2Zmmf C 32 2
Z d4q
.2 /4

˛eff.k
2/

k2
B.q2/

q2A2.q2/C B2.q2/ : (3.18b)

3.1.2. Numerical Method and Renormalisation

In order to solve the obtained equations (3.18a) and (3.18b), we simplify them further using
hyperspherical coordinates

Z d4q
.2 /4

D 1

8 3

�2Z
"2

dyy
1Z
�1

d´
p
1 � ´2 ; (3.19)

where y ´ q2, ´ ´ cos.#.p; q// D p � q =
p
p2q2, and two trivial angular dependencies

are already integrated out. Furthermore, we introduced an ultraviolet (UV) cutoff � and an
infrared (IR) cutoff " for the radial integration. The latter is chosen small enough that its effect is
negligible and the dependence on � will be removed by the renormalisation procedure, which
will be explained later. With x´ p2, the final form of the equations for the dressing functions
reads

A.x/ D Z2 C 4

3 

1p
x

�2Z
"2

dy
1Z
�1

d´
p
1 � ´2 ˛eff

�
x C y � 2pxy´�

x C y � 2pxy´

�
"
2

�p
x´ �py ��px �py´�
x C y � 2pxy´ C ´

#
y3=2A.y/

yA2.y/C B2.y/ (3.20a)

and

B.x/ D Z2Zmmf C
4

 

�2Z
"2

dy
1Z
�1

d´
p
1 � ´2 ˛eff

�
x C y � 2pxy´�

x C y � 2pxy´
yB.y/

yA2.y/C B2.y/ :

(3.20b)

We solve these equations self-consistently by iteration, where the iteration process is specified as
follows:

(1) Choose initial values for A and B .

(2) Evaluate the right hand side of (3.20a) and (3.20b).
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3. Solving the Quark Dyson–Schwinger Equation

(3) Check if the right hand side and left hand side of (3.20a) and (3.20b) are equal within the
desired accuracy.

(4) If the desired accuracy is not achieved yet, goto step two with the newly obtained values
for A and B . Otherwise, the iteration process is finished and we found a self-consistent
solution (within the desired accuracy) of the Eqs. (3.20a) and (3.20b).

To implement this iterative procedure, the dressing functions are discretised on a momentum
grid, which points are logarithmically distributed. This leads to the question how the occuring
integrals are treated numerically. A generic integral is usually written as a so-called weighted
N -point quadrature rule given by [63, 64]

bZ
a

dxf .x/W.x/ D
NX
iD1

wif .xi /CRNC1Œf � : (3.21)

The integral of f multiplied by some weight functionW is written as a weighted sum over partic-
ular function values f .xi / added by a remainder RNC1. The wi ’s and xi ’s are called integration
weights and integration nodes, respectively. In practical calculations, N is chosen sufficiently
large and the remainder is neglegted. For the radial integrals in Eqs. (3.20a) and (3.20b) we use
a standard Nrad-point Gauss–Legendre quadrature, whereas the angular integrals are done via
an Nang-point Gauss–Chebyshev quadrature. The reason for the latter is the appearance of the
weight functionW.´/ D p1 � ´2 for the angular integrals. An overview about these quadrature
rules can be found in [65].

We use an IR cutoff of " D 1MeV, an UV cutoff of � D 1 TeV, Nrad D 500 Gauss–Legendre
nodes, and Nang D 100 Gauss–Chebyshev nodes. The grid on that the dressing function are
discretised is exactly the Gauss–Legendre grid for the radial integrations. Furthermore, the initial
values for the dressing functions are A.xi / D 1 and B.xi / D 1GeV, where i D 1; : : : ; Nrad.
The termination condition for the iteration is a relative error of the dressing functions from the
current iteration step compared to the dressing functions from previous iteration step of less than
10�6 at each grid point.

Before we discuss the renormalisation, we would like to mention that the qDSE has more than one
solution (see [66] for a detailed discussion in three-dimensional QED). For example, B.x/ D 0
solves Eq. (3.20b) for mf D 0 (chiral limit) and we are left with only one equation for the vector
dressing function A. Which solution is obtained via the iteration method depends on the initial
values. The solution B.x/ D 0 is only obtained if the initial values for B are exactly zero. Even
a very small initial value of 1 eV leads to a convergence towards the solution B.x/ ¤ 0. In
principle, one has to determine which solution is physically realised by checking which one
minimises the free energy of the system. However, the physically realised solution in the vacuum
is B.x/ ¤ 0.

Finally, we are left with the renormalisation procedure. To this end, the equations (3.20a) and

24



3.1. Vacuum Solutions

(3.20b) are written as
A.x/ D Z2 C˙A.x/ ; (3.22a)
B.x/ D Z2Zmmf C˙B.x/ ; (3.22b)

where˙A and˙B are the vector and scalar self-energy, respectively, which are readily identified
by comparison with Eqs. (3.20a) and (3.20b). In renormalising we require that

S�1.p/
ˇ̌
p2D�2

ŠD ��i=p Cmf �ˇ̌p2D�2 (3.23)

at the renormalisation point �. The renormalisation is performed using a momentum-subtraction
scheme [67, 68]. Thus, we isolate Z2 in (3.22a) and subtract the same equation at x D �2.
Using the renormalisation conditionA.�2/ D 1 (cf. Eq. (3.23)), the renormalised vector dressing
function reads

A.x/ D 1 �˙A.�2/C˙A.x/ ; (3.24)

which implies that the wave function renormalisation constant is given by

Z2 D 1 �˙A.�2/ : (3.25)

Similarly, we find for the renormalised scalar dressing function

B.x/ D ˙B.x/ �˙B.�2/Cmf ; (3.26)

where we used the renormalisation condition B.�2/ D mf , yielding

Zm D 1

Z2

�
1 � ˙B.�

2/

mf

�
(3.27)

for the mass renormalisation constant. Note that this holds only for the case mf ¤ 0 of explicit
chiral symmetry breaking. In the chiral limit (mf D 0), the scalar dressing function is solely
given by its self-energy and does not get renormalised.

3.1.3. Results

Now we would like to present the solutions obtained from the equations (3.20a) and (3.20b)
with the RL truncation described in Eqs. (3.8), (3.9), and (3.10). The renormalisation point
throughout this work is always � D 19GeV and the momentum dependence is expressed in terms
of x D p2.
First of all, a necessary check is whether the renormalisation procedure works, i.e. changing
the UV cutoff must not alter the dressing functions. Figure 3.2 shows the quark wave function
and the quark mass function for different values of the UV cutoff �, namely 1 TeV (our default
setting) and twice as much, 2 TeV. As expected, the results does not change and the curves match
up perfectly. Thus, the renormalisation procedure works as expected and the dressing functions
obtained from their integral equations are independent of the UV cutoff.
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Figure 3.2.: Quark wave function Z (left) and mass functionM (right) in the chiral
limit for two different UV cutoffs: �1 D 1 TeV and �2 D 2 TeV.
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Figure 3.3.: Quark wave functionZ (left) and mass functionM (right) for current quark
massesmu;d D 3:4MeV,ms D 82MeV (fixed at the renormalisation point
� D 19GeV), and for the chiral limit (denoted by “CL”).

In Figure 3.3 we present the quark wave function Z and mass functionM for different-current
quark masses. Regarding the former, the difference between the chiral limit and a small de-
generated mass for up- and down-quarks is visible in the IR only. There, a small quark mass
leads to slighty lower values compared to the chiral limit. However, in the momentum region
x & 20GeV2 the curves become indistinguishable, marking the transition from the nonperturba-
tive to the perturbative domain. Furthermore, we observe that Z acquires values about unity at
large momenta, for example Z.�2/ � 1:017. This is consistent with perturbation theory, where
Z � 1. The significantly larger mass of the strange quark alters the shape of Z, where the dip in
the region about x � 1GeV2 for vanishing and small quark masses does not build up. The quark
mass function shows a nontrivial momentum dependence with a significant enhancement in the
IR, breaking chiral symmetry dynamically. This applies even to the chiral limit, where the quarks
are initially treated as massless. This shows that dynamical chiral symmetry breaking is manifest
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3.2. Nonzero Temperature and Density

in our model and it is the only reason for a non-zero chiral limit solution. The difference between
the chiral limit and a small quark mass is barely noticable in the IR but changes at momenta
x & 20GeV2, marking again the transition from the nonperturbative to the perturbative region.
The observed behaviour of Z andM is also found by lattice QCD calculations, see e.g. [69, 70].

3.2. Nonzero Temperature and Density

In the preceding section, we discussed how to solve the qDSE within our RL truncation in the
vacuum. Since we would like to compute the temperature-dependent Taylor coefficients of the
quark pressure with respect to the chemical potential � about � D 0, we have to solve the qDSE
in the medium, i.e. at nonzero T and �.

3.2.1. The Quark Dyson–Schwinger Equation Revisited

The qDSE at nonzero temperature and density is given in Eq. (2.59). Furthermore, the relations
(3.4) to reduce it to an equation with only Dirac structure also apply in the medium. Thus, the
qDSE reads

S.!n;pI�/ D S�10 .!n;pI�/C˙.!n;pI�/ ; (3.28)

where the inverse bare propagator is given by

S�10 .!n;pI�/ D Z2
��i z!n4 � i=p CZmmf

�
(3.29)

and the self-energy reads

˙.!n;pI�/ D 4

3
Z1Fg

2
s T

1X
lD�1

Z d3q
.2 /3

�D��.˝nl ;k/S.!l ; qI�/��.!l ; q; !n;pI�/ :

(3.30)

Recall that z!n D !n C i�, ˝nl D !n � !l , and k D p � q. In the above equations we made
the dependence on the chemical potential � explicit. However, we will drop this dependency for
the sake of brevity from now on.

The most crucial difference compared to the vacuum is the form of the gluon propagator. Since
the coupling to heat bath breaks the original O.4/ symmetry in the vacuum to O.3/ in the medium,
the gluon splits into a transversal and longitudinal part with separate dressing functions. Thus,
the dressed gluon propagator takes the form

D��.˝nl ;k/ D
ZT

YM.k
2/

k2
P T
��.k/C

ZL
YM.k

2/

k2
P L
��.k/ ; (3.31)
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3. Solving the Quark Dyson–Schwinger Equation

where we defined k WD .˝nl ;k/; hence k2 D ˝2
nl
C k2. Furthermore, P T

��.k/ and P L
��.k/

denotes the transversal and longitudinal projector, respectively. They are defined by

P T
��.k/´

8<:0 for � D 4 and=or � D 4 ;
•�� � k� k�

k2
for �; � 2 ¹1; 2; 3º ;

(3.32a)

and

P L
��.k/´

8̂̂<̂
:̂
•�� � k� k�

k2
for � D 4 and=or � D 4 ;

˝2
nl

k2
k� k�

k2
for �; � 2 ¹1; 2; 3º :

(3.32b)

Consequently, the RL truncation in the medium reads

��.!l ; q; !n;p/ ! � ;

1

8 2
Z1Fg

2
s D��.k/ !

1

k2

�
˛Teff.k

2/P T
��.k/C ˛Leff.k2/P L

��.k/
�
;

(3.33)

with a transversal and longitudinal effective interaction ˛Teff and ˛Leff , respectively. In general,
they do not have to be equal.

The parametrisation of the quark propagator in Dirac space in the medium is closely related to its
counterpart in vacuum (Eq. (3.12)). The broken O.4/ symmetry due to the heat bath is reflected
in the appearance of a third dressing function. Thus, we write

S�1.!n;p/ D �i z!n4C.!n;p2/ � i=pA.!n;p2/C B.!n;p2/ ; (3.34)

where the scalar functions C , A, and B are referred to as the temporal, vector, and scalar dressing
function, respectively. They are complex valued but purely real for vanishing chemical potential.
Inverting (3.34) yields

S.!n;p/ D i z!n4DC .!n;p
2/C i=pDA.!n;p

2/CDB.!n;p
2/ ; (3.35)

where we defined for convenience

DF .!n;p
2/´ F.!n;p

2/

z!2nC 2.!n;p2/C p2A2.!n;p2/C B2.!n;p2/
(3.36)

for F 2 ¹A;B;C º. Due to the form of the gluon propagator in the medium, the self-energy
(3.30) splits into an transversal and longitudinal part, too. In RL truncation (3.33), the self-energy
reads

˙.!n; x/ D 32 2

3
T

1X
lD�1

Z d3q
.2 /3

 
˛Teff.k

2/

k2
T C ˛Leff.k

2/

k2
L

!
; (3.37)
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3.2. Nonzero Temperature and Density

where

T ´ �P T
��.k/S.!l ; q/� ; (3.38a)

L´ �P L
��.k/S.!l ; q/� : (3.38b)

The evaluation of these quantities is straightforward and we find

T D 2
�
�i z!l 4DC .!l ; q

2/ � i
k � q
k2

=kDA.!l ; q
2/CDB.!l ; q

2/

�
(3.39)

and

L D
�
1 � ˝

2
nl

k2

�h
i z!l 4DC .!l ; q

2/ � i6 qDA.!l ; q
2/CDB.!l ; q

2/
i

� 2i˝
2
nl

k2

h
z!l =kDC .!l ; q

2/C .k � q/4DA.!l ; q
2/
i

C ˝2
nl

k2

�
�i z!l 4DC .!l ; q

2/C i
�
2

k � q
k2

=k �6 q
�

DA.!l ; q
2/CDB.!l ; q

2/

�
:

(3.40)

Now, analogous to the vacuum, we project the the qDSE onto the dressing functions C , A, and
B to obtain equations for them. These projections are given by

C.!n;p
2/ D � 1

4i z!n
Tr
�
4S

�1.!n;p/
�
; (3.41a)

A.!n;p
2/ D � 1

4ip2
Tr
�
=pS
�1.!n;p/

�
; (3.41b)

B.!n;p
2/ D 1

4
Tr
�
S�1.!n;p/

�
: (3.41c)

Finally, the qDSE at nonzero temperature and density in terms of the quark propagator’s dressing
functions reads

C.!n;p
2/ D Z2 C˙C .!n;p2/ ; (3.42a)

A.!n;p
2/ D Z2 C˙A.!n;p2/ ; (3.42b)

B.!n;p
2/ D Z2Zmmf C˙B.!n;p2/ ; (3.42c)

where ˙C , ˙A, and ˙B denote the temporal, vector, and scalar self-energy, respectively. They
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3. Solving the Quark Dyson–Schwinger Equation

are given by

˙C .!n;p
2/´ � 1

4i z!n
Tr
�
4˙.!n;p/

�
D 64 2

3

T

z!n
1X

lD�1

Z d3q
.2 /3

1

k2

´
˛Leff.k

2/˝nl
k � q
k2

DA.!l ; q
2/

C
�
˛Teff.k

2/ � ˛Leff.k2/
�
1

2
� ˝

2
nl

k2

��
z!lDC .!l ; q

2/

µ
; (3.43a)

˙A.!n;p
2/´ � 1

4ip2
Tr
�
=p˙.!n;p/

�
D 64 2

3

T

p2

1X
lD�1

Z d3q
.2 /3

1

k2

´
˛Teff.k

2/
.k � q/.p � k/

k2
DA.!l ; q

2/

C ˛Leff.k2/
�
1

2

�
1 � ˝

2
nl

k2

�
DA.!l ; q

2/C z!l˝nl
p � k
k2

DC .!l ; q
2/

C ˝2
nl

k2

�
p � q
2
� .k � q/.p � k/

k2

�
DA.!l ; q

2/

�µ
; (3.43b)

˙B.!n; q
2/´ 1

4
Tr
�
˙.!n;p/

�
D 32 2

3
T

1X
lD�1

Z d3q
.2 /3

2˛Teff.k
2/C ˛Leff.k2/
k2

DB.!l ; q
2/ : (3.43c)

Numerical Aspects and Renormalisation

The introduction of nonzero temperature and density also affects the actual numerical treatment
of the qDSE. Nonzero chemical potential � yields complex valued dressing functions with a
vanishing imaginary part only if � D 0. Furthermore, in the self-energies appears a sum over the
Matsubara frequencies, which cannot be performed analytically. We use spherical coordinates
for the momentum integral and the Matsubara sum together with the integral are regularised in
an O.4/-invariant way such that !2

l
C q2 � �2. Thus,

1X
lD�1

Z d3q
.2 /3

! 1

8 2

N!X
lD�N!�1

�2�!2
lZ

"2

dy
p
y

1Z
�1

d´ (3.44)
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where y ´ q2 and ´´ cos.#.p; q// D p � q =
p

p2q2. As in the vacuum, we introduced an
IR cutoff ". The regularisation described above is necessary to restore O.4/ invariance at large
(i.e. perturbative) momenta as well as in the limit of vanishing temperature. Furthermore, we use
a simplified version of the RL truncation in the medium where the transversal and longitudinal
effective couplings are chosen to be equal. Thus,

˛Teff.k
2/´ ˛eff.k

2/ and ˛Leff.k
2/´ ˛eff.k

2/ ; (3.45)

where ˛eff.k2/ is simply the vacuum effective coupling, given in Eq. (3.8), but recall that now
k2 D ˝2

nl
C k2. Eventually, with x´ p2, the final form of the qDSE reads

C.!n; x/ D Z2 C˙C .!n; x/ ; (3.46a)
A.!n; x/ D Z2 C˙A.!n; x/ ; (3.46b)
B.!n; x/ D Z2Zmmf C˙B.!n; x/ ; (3.46c)

with the self-energies

˙C .!n; x/ D
8

3

T

z!n
N!X

lD�N!�1

�2�!2
lZ

"2

dy
p
y

1Z
�1

d´
˛eff.s/

s

�
"�
1

2
C ˝2

nl

s

�
z!lDC .!l ; y/C

˝nl
�p
xy´ � y�
s

DA.!l ; y/

#
; (3.47a)

˙A.!n; x/ D
8

3

T

x

N!X
lD�N!�1

�2�!2
lZ

"2

dy
p
y

1Z
�1

d´
˛eff.s/

s

´
z!l˝nl

�
x �pxy´�
s

DC .!l ; y/

C
"�
1 � ˝

2
nl

s

� �p
x´ �py ��px �py´�

s �˝2
nl

C 1

2
´

#
p
xyDA.!l ; y/

µ
;

(3.47b)

˙B.!n; x/ D 4T
N!X

lD�N!�1

�2�!2
lZ

"2

dy
p
y

1Z
�1

d´
˛eff.s/

s
DB.!l ; y/ ; (3.47c)

where s´ ˝2
nl
C x C y � 2pxy´.

From a numerical point of view, we use the same fixed point iteration method described in
Section 3.1 to solve the qDSE at nonzero temperature and density. Since the angular integrals
lack a distinct weight function, we use a Gauss–Legendre quadrature for both integrations with
Nrad D 300 radial and Nang D 100 angular nodes. The cutoffs are identical to those for the
vacuum calculation, namely " D 1MeV and � D 1 TeV, and the initial values for the dressing
functions are C.!n; xi / D 1, A.!n; xi / D 1, and B.!n; xi / D 1GeV for i D 1; : : : ; Nrad
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3. Solving the Quark Dyson–Schwinger Equation

and for all n. Due to the regularisation (3.44), a different integration grid is required for each
Matsubara frequency. Furthermore, all medium calculations are done with Nf D 2 flavours in
the chiral limit.

The renormalisation procedure is analogous to the vacuum since the introduction of nonzero
temperature and density does not give rise to new divergences [35, 71]. Our renormalisation
condition reads [72]

C.!0;p
2/
ˇ̌
�D0I!20Cp2D�2

ŠD 1 (3.48)

at the renormalisation point � in order to fix Z2. Thus, the quark wave function renormalisation
constant is given by 2

Z2 D 1 �˙C
�
!0; �

2 � !20
�ˇ̌
�D0 : (3.49)

Since we use the rainbow-ladder model from the vacuum, the renormalisation point is also given
by � D 19GeV

Finally, we would like to mention that the dressing functions obey the symmetry relation

F.!n; x/ D F �.!�n�1; x/ ; (3.50)

where F 2 ¹A;B;C º. Thus, we have to calculate the dressing functions only for positive
Matsubara frequencies.

3.2.2. Matsubara Truncation

In the preceding section we described our numerical setup to solve the qDSE in the medium.
However, we haven’t specified yet how theMatsubara sum is treated. Its truncation is characterised
by the parameter N! (cf. Eq. (3.44)), which is temperature dependent. It holds that the smaller
the temperature, the larger N! and vice versa. In principle, the truncation at a given temperature
T is given by

N! D
�
1

2

�
1

 T

p
�2 � "2 � 1

��
: (3.51)

However, the results of the above equation are very large. For example, at T D 100MeV we
would have to sum N! D 1591Matsubara frequencies, where for each frequency two integrals
must be performed. Since this is numerically not feasible, we proceed as follows: A value of N!
is sufficient for a given temperature if

max
nD0;:::;N!

´
max

iD1;:::;Nrad

ˇ̌̌̌
1 � F .N!/.!n; xi /

F .N!C1/.!n; xi /

ˇ̌̌̌ µ
< � (3.52)

2 One can also impose this condition on the vector dressing functionA, resulting inZ2 D 1�˙A.!0; �2�!20 /j�D0.
We expect that this has an influence on properties like the chiral transition temperature. However, a way to avoid
the ambiguous choice of Z2 is to compute it in the vacuum (i.e. at T D � D 0) and use this value in the medium
calculations.
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Figure 3.4.: N! for different temperatures obtained from (3.52) (blue circles) and a 5th
order Chebyshev fit (Eq. (3.53)).

T [MeV] 220 200 180 160 140 120 100 80 60
N! 6 6 6 7 9 14 22 28 33

Table 3.2.: N! for different temperatures obtained from (3.52).

holds for F 2 ¹A;B;C º. Here F .N!/ and F .N!C1/ denotes that the dressing function was
obtained from the qDSE with a Matsubara truncation ofN! andN!C1, respectively. We choose
� D 0:5%, which is a tradeoff between accuracy and runtime. The results for some distinct
temperatures is shown in Table 3.2. To get N! for arbitrary temperatures T=MeV 2 Œ60; 220�,
we fit a 5th order Chebyshev polynomial

f .T /´
5X
kD0

ak Tk.T / (3.53)

to the data points given in Table 3.2, where Tk denotes the kth Chebyshev polynomial of the
second kind. The fit is shown in Figure 3.4. Eventually, we use the Matsubara truncation

N! D df .T /e (3.54)

for all T=MeV 2 Œ60; 220�.

3.2.3. Critical Temperature

As already explained in the first chapter, the QCD phase diagram shows a rich phase structure
in the .T; �)-plane. In our case of two quark flavours in the chiral limit, a second-order phase
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Figure 3.5.: Temperature dependence of the order parameter � (Eq. (3.55)) for chiral
symmetry restoration. It vanishes for temperatures T � 134MeV.

transition is expected at a distinct temperature for vanishing chemical potential. This so-called
critical temperature Tc marks the transition from the phase where chiral symmetry is broken to
the phase of restored chiral symmetry along the T -axis for � D 0. In order to determine the
critical temperature, we employ the order parameter [54, 73]

�.T /´ B
�
!0; x D "2

�ˇ̌
�D0 : (3.55)

In the chiral symmetric phase (T � Tc), � vanishes whereas it acquires nonzero values in the
phase where chiral symmetry is broken (T < Tc). The temperature dependence of the order
parameter is shown in Fig. 3.5. The transition is of second order and we find

Tc D 134MeV : (3.56)

Note that this chiral transition temperature is approximately 15% smaller compared to recent
results from lattice QCD (with 2C1 flavours) [74]. In principle, this can be resolved by adjusting
the parameters of the RL truncation to yield a higher critical temperature. However, this is
beyond the scope of this work.

3.2.4. Exemplary Solutions

In Figure 3.6 we present the results for the dressed quark propagator in the medium in terms of
its dressing functions. All momentum dependencies are expressed in terms of x D p2.

First we consider the dressing functions C and A at vanishing chemical potential. In Figure
3.6 (a) and (b) these functions are shown for temperatures below Tc, i.e. in the phase where
chiral symmetry is broken (i.e. B ¤ 0). Different temperatures are visible in the IR only and the
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Figure 3.6.: In (a) to (d) we show the functions C and A below (first row) and above
(second row) Tc at � D 0 for the zeroth Matsubara frequency, (e) shows
B.!0; x/ for various temperatures below Tc at� D 0, and in (f) we present
Im.C.!0; x// and Im.A.!0; x// at T D 1:5Tc and � D 5MeV.

35



3. Solving the Quark Dyson–Schwinger Equation

functions show no temperature dependence for squared momenta x & 10GeV2. Regarding the
C function, the difference between 0:5Tc and 0:6Tc is only marginally visible in the IR, whereas
a temperature of 0:7Tc yields a slightly larger value in the infrared. The bump in the region about
1GeV2 decreases for higher temperatures. The IR-values of A increase with the temperature as
well as the bump about 1GeV2. In the deep UV, both functions acquire values about unity and
become degenerate, e.g. C

�
!0; �

2 � !20
� D A�!0; �2 � !20� � 1:028, indicating restoration

of the O.4/ symmetry. Above Tc where chiral symmetry is restored (Figure 3.6 (c) and (d)), the
higher the temperature the higher the infrared values of C and A. Furthermore, the bump about
1GeV2 of both functions vanishes with increasing temperature. Again, values about unity are
acquired in the deep UV and C and A are degenerate.

In Figure 3.6 (e) we present B.!0; x/ for different temperatures below the chiral phase transition,
where it is nonzero. It shows a nontrivial momentum dependence with values different from
zero in the IR, i.e. the quarks acquire a significantly amount of mass in the infrared, breaking
chiral symmetry. Above squared momenta of x & 30GeV2, B drops to zero. Concerning the
temperature dependence, the higher the temperature the smaller the values of B , showing the
beginning of chiral symmetry restoration. This is consistent with limT!Tc B.!n; x/ D 0.
Finally, Figure 3.6 (f) shows the imaginary parts of C.!0; x/ and A.!0; x/ at T D 1:5Tc and
� D 5MeV. Since we have a nonzero chemical potential, the imaginary parts do not vanish.
There are two features we would like to emphasise. First, the overall scale of the imaginary parts
is at least one magnitude smaller compared to the bare values Re.C / D Re.A/ D 1. Second,
we observe a bump in the UV of Im.C /, whereas Im.A/ goes to zero for squared momenta
x & 25GeV2. That behaviour of Im.C / is contrary to the fact that the medium dominantly
affects the infrared. We find that the bump scales with the chemical potential. Furthermore, we
observed that if the UV cutoff is changed, the bump changes as well. This characterises it as
a numerical artefact and is thus unphysical. The described behaviour of the imaginary part of
the temporal dressing function at nonzero chemical potential was also found in Ref. [75]. There
it was observed that only the introduction of separate cutoffs for the Matsubara sum and the
three-momentum integral cures the problematic behaviour of Im.C /. However, we follow [75]
and ignore this numerical artefact, since the scale of the imaginary parts is small compared to
the corresponding real parts. 3

3 In the process of finishing this work, it came to our attention that the behaviour of Im.C / in the UV can be fixed
if one treats the real and imaginary parts of the dressing functions differently during the regularisation [76].
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4. Taylor Coefficients of the Quark Pressure

Up to this point, we solved the quark Dyson–Schwinger equation in vacuum as well as in the
medium. In this chapter, we will make contact to thermodynamics to obtain an equation which
determines the pressure } originating from dressed quarks and from this we get the Taylor
coefficients of the pressure with respect to the chemical potential � about � D 0.

4.1. The Quark Pressure

All thermodynamic properties of QCD at a temperature T and chemical potential � are encoded
in the grand canonical potential per volume V . It is defined by

˝.T;�/´ �T
V

log.Z.T; �// ; (4.1)

where Z.T; �/ is the grand canonical partition function of QCD and given in the path-integral
formalism by

Z.T; �/´
Z

D
� x  Acxc� exp

8̂<̂
:�

1=TZ
0

dx4
Z

d3x
�
Lgf;R C � x 4 

�9>=>; : (4.2)

Recall that Lgf;R is the renormalised and gauge-fixed QCD Lagrangian (see Eq. (2.32)). Having
the grand canonical potential defined as above, the pressure is given by

}.T; �/ D �˝.T;�/ : (4.3)

Now we expand the pressure in a Taylor series with respect to the chemical potential about zero,
yielding

}.T; �/ D
1X
kD0

dk.T /�
k (4.4)

with the temperature dependent coefficients

dk.T /´
1

kŠ

@k}.T; �/

@�k

ˇ̌̌̌
�D0

: (4.5)

37



4. Taylor Coefficients of the Quark Pressure

Note that since the pressure is of dimension .energy/4, the coefficients dk.T / are dimensionful
quantities as well with dimension .energy/4�k . However, it is more common to use the so-called
reduced pressure defined by

x}.T; �/´ }.T; �/

T 4
; (4.6)

which is now a dimensionless quantity with Taylor expansion

x}.T; �/ D
1X
kD0

ck.T /
��
T

�k
(4.7)

with expansion coefficients

ck.T /´
1

kŠ

@k x}.T; �/
@.�=T /k

ˇ̌̌̌
�D0

: (4.8)

Consequently, the coefficients (4.5) and (4.8) are related by ck.T / D T k�4 dk.T /.
In principle, the Taylor coefficients of the pressure can now be obtained from Eq. (4.3) via
�-derivatives. Unfortunately, the partition function cannot be calculated analytically and the
equation for the pressure is therefore impractical from a computational point of view. Thus,
we choose an approach based on the two-particle irreducible (2PI) effective action �2PI. It is
obtained by a Legendre transform of the 1PI effective action (2.24), which is itself a Legendre
transform of the generating functional for connected correlations functions (see Section 2.1.3).
Therefore, �2PI depends on the one- and two-point functions of the theory. In general, it contains
a gluonic, a ghost, and a quark part. One particular useful feature of the 2PI effective action is
that it can be related to the thermodynamic potential and hence to the pressure. Since we are
interested in the quark pressure, we need only the quark contribution to the 2PI effective action.
It is given by [77, 78]

�2PIŒS� D Tr log
S�1

T
� Tr

�
1 � S�10 S

�C �intŒS� ; (4.9)

where S is the dressed and S0 the bare quark propagator. Furthermore, �int incorporates the
interaction and is given by a sum of all 2PI diagrams with respect to S . Note that we do not
include a field dependence in terms of macroscopic quark fields, since quarks do not acquire
nonzero expectation values due to their Grassmann nature. Furthermore, the traces in (4.9) are
meant in the functional sense, i.e. they run over flavour, colour, Dirac, and momentum space.
The connection to thermodynamics is established by the relation

V

T
˝.T; �/ D ��2PI

ˇ̌̌
stat: pt:

; (4.10)

i.e. the 2PI effective action evaluated at the stationary point (indicated by “jstat: pt:”) equals, up to
the four-volume factor V=T , the negative thermodynamic potential. Thus, the quark pressure is
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4.1. The Quark Pressure

given by

}.T; �/ D T

V
�2PI

ˇ̌̌̌
stat: pt:

D T

V

�
Tr log

S�1

T
� Tr

�
1 � S�10 S

�C �intŒS��ˇ̌̌̌
stat: pt:

:

(4.11)

The stationary point of the 2PI effective action is obtained by extremising it with respect to the
dressed quark propagator, viz.

•�2PIŒS�

•S

ŠD 0 : (4.12)

Carrying out the derivative, we arrive at the qDSE

S�1 D S�10 C˙ (4.13)

with the quark self-energy

˙ D •�int

•S
: (4.14)

In other words, the evaluation of the quark pressure via the 2PI effective action at its stationary
point means that the dressed quark propagator S has to obey the DSE (4.13). In general, it is
always possible to derive a DSE from a given effective action. However, not every DSE allows
an explicit construction of its generating 2PI effective action, as it is not always possible to solve
Eq. (4.14) explicitly for �int.

In order to proceed, the interaction part must be chosen such that (4.14) yields the RL-truncated
self-energy (3.37). It follows that �int is given by

�intŒS� D 1

2

D 1

2
TrŒ˙S�

D 1

2
Tr
�
1 � S�10 S

�
;

(4.15)

where the last equality follows from the qDSE (4.13). Note that this is only valid at the stationary
point. Since functional differentiation with respect to S corresponds diagrammatically to opening
an internal quark line, we find indeed

•

•S

8̂̂<̂
:̂12

9>>=>>; D : (4.16)
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4. Taylor Coefficients of the Quark Pressure

Note that the form (4.15) of �int is also valid beyond RL truncation as long as the dressed gluon
and the dressed quark-gluon vertex are independent of the quark propagator. With �int specified
as above, the quark pressure reads

}.T; �/ D T

V

�
Tr log

S�1

T
� 1
2
Tr
�
1 � S�10 S

��
; (4.17)

where the dressed quark propagator S is the solution of the qDSE (3.28) in RL truncation. As
already mentioned, the traces have to be taken in momentum, flavour, colour, and Dirac space.
Since we use two flavours in the chiral limit, the flavour trace yields simply a factor of Nf D 2.
The same holds for the colour trace, contributing a factor of Nc D 3 since S is diagonal in
colour space. Furthermore, the trace in momentum space consists of a sum over all Matsubara
frequencies and all three-momenta,

Trmomentum �
X
!l

X
q

; (4.18)

since the dressed quark propagator is diagonal in these spaces as well. The three-momentum
sum is given in the infinite-volume limit byX

q

! V

Z d3q
.2 /3

: (4.19)

The above assumptions that the dressed quark propagator is diagonal in colour and momentum
space is at least valid in the region of the phase diagram we are concerned with. The situation is
different, for example, in colour-superconducting phases (see, e.g. [79]).

Eventually, we arrive at the final form of the quark pressure

}.T; �/ D 6T
1X

lD�1

Z d3q
.2 /3

�
Tr log

S�1.!l ; q/
T

� 1
2
Tr
�
1 � S�10 .!l ; q/S.!l ; q/

��
;

(4.20)

where the traces are now over Dirac degrees of freedom only. This equation is the starting point
to derive equations for the Taylor coefficients by subsequent derivatives with respect to �.

4.2. Derivatives of the Dressing Functions

As apparent from Eq. (4.20), a derivative of } with respect to the chemical potential results in
derivatives of the quark propagator and thus in derivatives of the dressing functions with respect
to � which must then be evaluated at � D 0. Additionally to the symmetry (3.50), the dressing
functions obey F.!n; xI�/ D F �.!n; xI ��/, F 2 ¹A;B;C º, i.e.

Re.F.!n; xI�// D Re.F.!n; xI ��// ;
Im.F.!n; xI�// D � Im.F.!n; xI ��// ;

(4.21)
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Figure 4.1.: Second �-derivative of the dressing functions C and A at temperature
T D 1:5Tc according to (4.23) with � D 1MeV. Shown are results for
the zeroth (left) and sixth (right) Matsubara frequency.

where we made the dependence on the chemical potential explicit 1. Furthermore, recall that
x D p2. In other words, the real part of the dressing functions is symmetric whereas the
imaginary part is antisymmetric with respect to �. Therefore, it follows that

@kF.!n; x/

@�k

ˇ̌̌̌
�D0
D

8̂̂̂̂
<̂̂
ˆ̂̂̂:
@k Re.F.!n; x//

@�k

ˇ̌̌̌
�D0

for k 2 ¹2; 4; 6; : : :º ;

i
@k Im.F.!n; x//

@�k

ˇ̌̌̌
�D0

for k 2 ¹1; 3; 5; : : :º :
(4.22)

Our first approach to the derivatives of the dressing functions is a simple difference quotient. For
example, the central difference quotient for the second derivative reads [65]

F 00.!n; x/´ @2F.!n; x/

@�2

ˇ̌̌̌
�D0

� 2

�2

�
Re.F.!n; xI�// � Re.F.!n; xI 0//

�
;

(4.23)

where we already exploited the symmetry (4.21). Note that � must be chosen sufficiently small
since it is used as the step size for the difference quotient. In Figure 4.1 we present the second
derivatives of C and A according to (4.23) at T D 1:5Tc for the zeroth and sixth Matsubara
frequency. The difference quotient is calculated with � D 1MeV. The results for the zeroth
Matsubara frequency (left panel in Figure 4.1) are smooth but numerical artefacts increase for
higher Matsubara frequencies (right panel in Figure 4.1) and the difference quotient becomes
1 From now on, F always represents the three dressing functions. If an equations contains F , one have to keep in

mind that F 2 ¹A;B;C º.
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4. Taylor Coefficients of the Quark Pressure

less and less reliable. This problem is more severe for lower temperatures since the number of
Matsubara frequencies increases for decreasing temperatures.

In principle, this problem can be resolved if we choose a Matsubara frequency dependent step
size for the difference quotient. However, we decided to derive an equation for the derivatives
of the dressing functions which can be solved to any desired accuracy. The starting point is the
qDSE in the chiral limit. In terms of the dressing functions, it is given by

C.!n; x/ D Z2 C 8

3

T

z!n
X
l

“
y;´

˛eff.s/

s

NC

D
; (4.24a)

A.!n; x/ D Z2 C 8

3

T

x

X
l

“
y;´

˛eff.s/

s

NA

D
; (4.24b)

B.!n; x/ D 4T
X
l

“
y;´

˛eff.s/

s

NB

D
: (4.24c)

For the sake of brevity, we use the abbreviation

X
l

“
y;´

´
N!X

lD�N!�1

�2�!2
lZ

"2

dy
p
y

1Z
�1

d´ (4.25)

for the Matsubara sum and the integrals. Furthermore, we define

D´ z!2l C 2 C yA2 C B2 ; (4.26a)

NF ´
�
f F1 z!lC C f F2 A

�
.1 � •BF /C •BFB ; (4.26b)

where

f C1 WD
1

2
C ˝2

nl

s
; (4.27a)

f C2 WD
�p
xy´ � y� ˝nl

s
; (4.27b)

f A1 WD
�
x �pxy´� ˝nl

s
; (4.27c)

f A2 WD
"�
1 � ˝

2
nl

s

� �p
x´ �py��px �py´�

s �˝2
nl

C 1

2
´

#
p
xy : (4.27d)

Note that we omitted the .!l ; y/-dependence of C , A, and B in (4.26a) and (4.26b) as well as
any dependence on external quantities (!n and x) in f F1;2.
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4.2. Derivatives of the Dressing Functions

The equations determining the �-derivatives of the dressing functions are now obtained by
applying @=@� to the qDSE. Thus, the coupled equations for the first derivative of the dressing
functions with respect to the chemical potential read

@C.!n; x/

@�
D 1

z!n

 
�i˙C .!n; x/C

8

3
T
X
l

“
y;´

KC1

!
; (4.28a)

@A.!n; x/

@�
D 8

3

T

x

X
l

“
y;´

KA1 ; (4.28b)

@B.!n; x/

@�
D 4T

X
l

“
y;´

KB1 ; (4.28c)

where the integral kernels are given by

KF1 ´
˛eff.s/

s

@

@�

NF

D

D ˛eff.s/

s

1

D

�
�NF
D

@D

@�
C @NF

@�

�
:

(4.29)

With the numerator and denominator functions defined in (4.26a) and (4.26b), their derivatives
are straightforward and given by

@D

@�
D 2

��
iC C z!l

@C

@�

�
C yA @A

@�
C B @B

@�

�
(4.30)

and
@NF

@�
D
�
f F1

�
iC C z!l

@C

@�

�
C f F2

@A

@�

�
.1 � •BF /C •BF

@B

@�
: (4.31)

Since our aim is the calculation of the quark pressure’s Taylor coefficients with respect to �
about � D 0, we actually need the �-derivatives of the dressing functions evaluated at vanishing
chemical potential only. According to (4.22), we define

@F.!n; x/

@�

ˇ̌̌̌
�D0
D i

@ Im.F.!n; x//
@�

ˇ̌̌̌
�D0

µ iF 0.!n; x/ :
(4.32)

With
@D

@�

ˇ̌̌̌
�D0
D 2i

h�
C C !lC 0

�
!lC C yAA0 C BB 0

i
µ iD0

(4.33)
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and
@NF

@�

ˇ̌̌̌
�D0
D i

²h
f F1

�
C C !lC 0

�C f F2 A0i.1 � •BF /C •BFB 0³
µ iN 0F ;

(4.34)

we can write the integral kernel at vanishing chemical potential as

KF1
ˇ̌
�D0 D i

˛eff.s/

s
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D
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N 0F �

NFD
0

D

�
: (4.35)

Finally, the equations for the first �-derivative become

C 0.!n; x/ D � 1

!n
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A0.!n; x/ D �8
3
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X
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“
y;´

iKA1
ˇ̌
�D0 ; (4.36b)

B 0.!n; x/ D �4T
X
l

“
y;´

iKB1
ˇ̌
�D0 : (4.36c)

As the qDSE itself, the equations (4.36a), (4.36b), and (4.36c) determining C 0, A0, and B 0 are
self-consistent. Equations for the higher derivatives are obtained by further derivatives of the
qDSE with respect to �. For example, with

@2F.!n; x/

@�2

ˇ̌̌̌
�D0
D @2 Re.F.!n; x//

@�2

ˇ̌̌̌
�D0

µ F 00.!n; x/

(4.37)

we find

C 00.!n; x/ D 2
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; (4.38a)
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B 00.!n; x/ D 4T
X
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“
y;´

KB2
ˇ̌
�D0 ; (4.38c)

where the kernel is given by

KF2 ´
˛eff.s/

s

@2

@�2
NF

D
: (4.39)
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Figure 4.2.: �-derivatives of the dressing functions C and A for the zeroth Matsubara
frequency at T D 1:5Tc ((a) to (d)) and T D 0:8Tc ((e) and (f)).
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4. Taylor Coefficients of the Quark Pressure

We computed the first, second, third, and fourth derivative of the dressing functions with respect
to � at � D 0. Since the equations for the derivatives inherit the self-consistent nature of the
qDSE, we discretise the derivatives on a momentum grid and solve the equations with the same
fixed-point iteration method we use to solve the DSE for the quark propagator. Since the first
derivative needs the original dressing functions as input, the momentum grid for the derivatives is
the same as for the qDSE. The initial value for all derivatives, ignoring their different momentum
dimensions for the moment, is 0.25 at each grid point. We checked the dependence of the
obtained solutions on the initial value by increasing and decreasing it by an order of magnitude.
Despite the different inital values, the iteration always converged to the same solution.

In Figure 4.2 we present exemplarily the first four derivatives of the dressing functions C and A
at a temperature of T D 1:5Tc and T D 0:8Tc. The derivatives of A are nonzero in the IR and
drop to zero for squared momenta x & 80GeV2. This is consistent with the fact that the medium
dominantly affects the infrared and furthermore with our solutions of the qDSE. Consequently,
the spurious behaviour of Im.C / at nonzero chemical potential (see Section 3.2.4) is visible in the
�-derivatives of C . They acquire nonzero values almost over the entire momentum domain and
drop to zero only in deep UV close to the cutoff. This holds also below the critical temperature.
Furthermore, at temperatures below Tc, we observe that the shape of the derivatives of C stays
the same.

4.3. Taylor Coefficients

Up to this point, we solved the qDSE in the medium as well as the equations determining the
derivatives of the dressing functions with respect to �. Thus, we are now prepared to compute
the Taylor coefficients of the quark pressure according to (4.5). Since the dressing functions
and their derivatives are known only on a finite momentum grid with IR cutoff " and UV cutoff
�2 � !2

l
(cf. Eq. (3.44)), we write the quark pressure (4.20) as

}.T; �/ D 3T

2 2

N!X
lD�N!�1

�2�!2
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�
Tr log

S�1

T
� 1
2
Tr
�
1 � S�10 S

��
; (4.40)

where we used spherical coordinates with y D q2 and integrated out the trivial angular integrals.
Furthermore, we omitted the dependencies of the integrand for the sake of brevity. This equation
is the starting point for the calculation of the Taylor coefficients.

Before we proceed, we would like to mention an important fact regarding the pressure and its
Taylor coefficients with respect to � about � D 0. As the grand canonical potential ˝.T;�/ is
invariant under charge conjugation only the even coefficients d2k.T /, k 2 N, are nonzero. Thus,
the odd coefficients serve as a check for our numerics since they must vanish for all temperatures.
Furthermore, in the limit T !1, the reduced pressure approaches the Stefan-Boltzmann (SB)
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limit (for Nf D 2 massless flavours with the same chemical potential) [80]

x}.T; �/ T!1�����! x}SB.T; �/ WD 37 2

90
C
��
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C 1

2 2

��
T

�4
(4.41)

with the only non-vanishing Taylor coefficients

cSB2 D 1 ; cSB4 D
1

2 2
� 0:05 : (4.42)

Thus, it can be checked if c2 and c4 approach the SB limit for high temperatures.

Coefficient d1

The first coefficient is simply the first derivative of the pressure with respect to �, viz.

d1.T / D @}.T; �/
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Using the chain rule, the first part of the integrand reads
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(4.44)

whereD is defined in Eq. (4.26a). After the matrix products are carried out (in Dirac space), we
are left with terms proportional to 1, 4, 6 q, and 4 6 q. However, only the trace over the former
yields a nonzero value, Tr 1 D 4, and the Dirac trace over the rest vanishes. Thus,

@
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(4.45)

Similarly, we find
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Figure 4.3.: Integral kernel of the first Taylor coefficient (cf. Eq. (4.50)) at T D 1:5Tc.

With the definition
N ´ z!2l C C yA ; (4.47)

the first Taylor coefficient reads
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Finally, using Eq. (4.33) and
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we arrive at
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: (4.50)

Since d1.T / is the derivative of the pressure with respect to the chemical potential, it is physically
interpreted as the quark density and should therefore vanish at � D 0. This would be consistent
with the fact that only even coefficients are nonzero. First of all, we observe that d1.T / is
purely imaginary, which is already a strong evidence that it must vanish since the pressure is a
real-valued quantity. Furthermore, we can exploit the symmetries

F.!n; xI� D 0/ D F.!�n�1; xI� D 0/ (4.51)

48



4.3. Taylor Coefficients

10�6 10�4 10�2 100 102 104 106

x [GeV2]

�3
�2
�1
0

1

2

3

K
3
.!

n
;x
/

[G
eV

�2
]

n D 0
n D �1

Figure 4.4.: Integral kernel of the third Taylor coefficient (cf. Eq. (4.55)) at T D 1:5Tc.

and
F 0.!n; x/ D �F 0.!�n�1; x/ : (4.52)

For example,D D !2
l
C 2 C yA2 C B2 is symmetric with respect to the Matsubara sum since

the dressing functions itself are symmetric and the antisymmetric Matsubara frequency appears
squared. On the other hand,

D0 D 2
h�
C C !lC 0

�
!lC C yAA0 C BB 0

i
(4.53)

is antisymmetric with respect to the Matsubara sum since every symmetric quantity is multiplied
by an antisymmetric one. Altogether, the kernel K1 is an antisymmetric quantity with respect to
the Matsubara sum and hence vanishes. In Figure 4.3, we present the kernel for the Matsubara
sum pairs n D 0 and n D �1 at T D 1:5Tc. As expected, K1.!0; x/ D �K1.!�1; x/. Note
that this discussion regarding the symmetry with respect to the Matsubara sum is independent of
the temperature. Thus, d1.T / D 0 for all temperatures T .

Coefficient d3

Analogous to the first coefficient, the third one must vanish as well. The calculation of three
derivatives of the pressure with respect to � is straightforward but lengthy. Thus, we give only
the final result which reads

d3.T / D i
T

2 2

N!X
lD�N!�1

�2�!2
lZ

"2

dyK3.!l ; y/ ; (4.54)
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where the integral kernel is given by
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with
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Like the first Taylor coefficient, d3.T / is purely imaginary. The analysis regarding the Matsubara
sum symmetry yields that the kernel is, as expected, antisymmetric. This can also be seen from
Figure 4.4, where we show the kernel K3 for the two Matsubara sum pairs n D 0 and n D �1 at
T D 1:5Tc. Consequently, d3.T / D 0 for all T .

Coefficient d2

The second Taylor coefficient is the first nonvanishing one (apart from the pressure itself, which
is the zeroth coefficient). Being the second derivative of the quark pressure, it can be physically
interpreted as the quark number susceptibility at � D 0. It is given by

d2.T / D 3T
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with the kernel
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(4.59)

The coefficient does not vanish due to the Matsubara sum, because the kernel is now symmetric
with respect to the summation. However, in the course of calculating d2 we observed that it is
not convergent. A possible reason is that the integral kernel does not fall off quickly enough
for large momenta. In Figure 4.5, we present the kernel for the zeroth Matsubara frequency at
T D 1:5Tc. Indeed, the large-x behaviour is such that the kernel does not drop to zero in the
UV. For example, it acquires a value of �2 � 10�3GeV�1 at the cutoff.
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Figure 4.5.: Integral kernel of the second Taylor coefficient at T D 1:5Tc.

�=�0 4=3 1=2 1=3 1=4

d�2 =d
�0

2 1.340 0.496 0.330 0.247

Table 4.1.: Ratios of d2 obtained from calculations with different UV cutoffs.

In order to investigate the nature of the divergence, we calculated the ratio d�2 =d
�0

2 where d�2
and d�0

2 indicates a calculation of the second Taylor coefficient with different cutoffs � and
�0, respectively. The results are shown in Table 4.1, where we fixed � D 1 TeV and varied �0.
Apparently, the second Taylor coefficient scales within the numerical accuarcy linearly with the
cutoff, indicating that it suffers from a linear divergence.

Unfortunately, we have not resolved this issue yet and one has to implement a suitable subtraction
method to cancel the linear divergence without changing the physics.
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5. Summary and Outlook

In this thesis we have studied the Taylor coefficients of the quark pressure with respect to �
about � D 0 from a Dyson–Schwinger perspective. As a starting point, we derived the DSE for
the dressed quark propagator. This equation is first solved in the vacuum and subsequently at
nonzero temperature and density. Since the qDSE is coupled to higher correlation functions,
we employed a rainbow-ladder truncation to obtain a closed system of equations which is then
solved numerically. We can confirm the spurious behaviour of the temporal dressing function at
nonzero chemical potential, namely that it shows an unphysical enhancement in the ultraviolet.
This was also found in a recent work, see Ref. [75]. Since the Taylor coefficients contain �-
derivatives of the quark propagator, we derived exact and self-consistent equations determining
these derivatives. The reason is our observance that a simple difference quotient lacks the
required accuracy. We solved these derivative equations up to the fourth derivative. Finally, we
investigated the first, second, and third Taylor coefficients d1, d2, and d3. We found that d1 and
d3 vanish for all temperatures which is in accordance with the fact that only the even coefficients
of the quark pressure are nonzero. Unfortunately, we found that the second coefficient suffers
from a linear divergence and we have not resolved this problem yet.

The next and most urgent step is to investigate the divergence of the second coefficient in detail.
It is still unclear where the divergence exactly comes from and how to define a proper subtraction
method to remove the linear divergence. Furthermore, it is desirable to obtain higher coefficients
like the fourth and the sixth since we expect that these quantities are convergent.
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A. Notation and Conventions

A.1. Units

Throughout this thesis we use natural units, i.e.

„ D c D kB D 1 : (A.1)

Thus, the only remaining unit is the energy (given in electron volts, eV). For example, the SI-units
metre (m) for length and kelvin (K) for temperature are related to the energy via

1m � 5:1 � 106 eV�1 ; 1K � 8:6 � 10�5 eV : (A.2)

A.2. Euclidean Space-Time

We work solely in four-dimensional Euclidean space-time, i.e. the metric tensor is given by

g�� ´

2664
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

3775 : (A.3)

Thus, it is not necessary to distinguish between co- and contravariant indices and the scalar product
of two four-vectors x D .x4;x/ and y D .y4;y/ is given by x � y D g�� x�y� D x4y4Cx � y .
We emphasise the Euclidean space-time by using the index “4” for the first component of a
four-vector. As usual, bold-face letters denote three-vectors. Consequently, the Dirac algebra is
defined through

¹�; �º ´ �� C � � D 2•��14�4 ; (A.4)

where 14�4 denotes the 4 � 4 identity matrix. Relation (A.4) can be realised by choosing the
Dirac representation

4 D
�
12�2 0

0 �12�2

�
; i D

�
0 �i�i
i�i 0

�
(A.5)

with the Pauli matrices

�1 D 12�2 ; �2 D
�
0 �i
i 0

�
; �3 D

�
1 0

0 �1
�
: (A.6)
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This choice for the gamma matrices implies that they are Hermitian, i.e. �� D �. Furthermore,
the fifth gamma matrix is defined by

5´ 4123 D
�
0 12�2

12�2 0

�
(A.7)

and has the properties

25 D 14�4 ; 
�
5 D 5 ; ¹�; 5º D 0 : (A.8)

The contraction of a quantity with the gamma matrices is abbreviated using the Feynman slash
notation, i.e. =a is to be understood as �a�. Using the definition of the Dirac algebra (A.4), it is
straightforward to obtain the identities

�� D 414�4 ; =a=a D a214�4 ;
� =a� D �2=a ; =a=b =a D 2.a � b/=a � a2 =b : (A.9)

Finally, as already employed in the above formulas, we make use of the Einstein summation
convention: There is an implicit sum with appropriate limits over repeated free indices. For
example, �� �

P4
�D1 ��.

A.3. Fourier Transform

We use the following conventions for the Fourier transform:

f .p/ D
Z

d4xf .x/ e�ip�x ; (A.10a)

f .p; q/ D
Z

d4x
Z

d4yf .x; y/ e�i.p�x�q�y/ ; (A.10b)

while the inverse Fourier transform is given by

f .x/ D
Z d4p
.2 /4

f .p/ e ip�x ; (A.11a)

f .x; y/ D
Z d4p
.2 /4

Z d4q
.2 /4

f .p; q/ e i.p�x�q�y/ : (A.11b)

It shall be emphasised that we distinguish between a function and its Fourier transform solely by
the appearing argument rather than introducing a special notation.

These conventions imply for the delta function that

.2 /4•.4/.p/ D
Z

d4x e�ip�x : (A.12)
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A.4. Functional Derivative

A.4. Functional Derivative

In general, a functional is a linear map from a vector space into the underlying field. This vector
space is commonly a normed space of functions over the real or complex numbers, which will
be considered here (i.e. the functional takes a function as its argument and yields a number). For
the sake of simplicity, we shall consider here real-valued functions which depend only on one
variable. The generalisation to higher dimensions is straightforward.

The functional derivative of a functional F Œf � is defined by the difference quotient [81]

•F Œf �

•f .y/
´ lim

"!0
F Œf C "•.x � y/� � F Œf �

"
; (A.13)

where the x-dependence on the right hand side is only formal (x is a “silent argument” like the
argument of the function f ). 1

The above definition leads to the elementary functional derivative

•f .x/

•f .y/
D •.x � y/ ; (A.14)

which is the continuum version of @xi=@xj D •ij . Note that additional Kronecker deltas appear
in (A.14) if the function carries additional degrees of freedom. For example, let fa be a function
with an additional degree of freedom denoted by a (e.g. a Dirac index). Its functional derivative
then extends to

•fa.x/

•fb.y/
D •ab •.x � y/ : (A.15)

1 From a more rigorous point of view, definition (A.13) is a bit problematic since the delta function exists only in
the distributional sense and the addition f C "• is not defined. A more unambiguous definition is

•F Œf �

•f .y/
D lim
�!0 lim

"!0
F Œf C "ı� .x � y/� � F Œf �

"
;

where ı� is a smooth function which satisfies lim�!0 ı� .x � y/ D •.x � y/.
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B. Path Integral of a Total Derivative

In the following we prove the identity (2.42), which is the starting point of the derivative of the
DSEs. For simplicity, we consider a Euclidean real scalar theory with the partition function

ZŒJ �´
Z

D' exp
²
�I Œ'�C

Z
d4xJ.x/'.x/

³
(B.1)

and we have to show
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²
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³
: (B.2)

Besides the usual assumption that the path integral is well defined, we assume that the measure
is invariant under the transformation ' ! ' C "f with an infinitesimal " > 0 and an arbitrary
function f . It follows that
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²
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An expansion with respect to " of the exponential on the right hand side of (B.3) yields
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(B.4)

Thus, Eq. (B.3) can be written as
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Since f was arbitrary and " infinitesimal, we have
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