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I am talking about…

Homogeneous B effects on the chemical freezeout 
□ Finite-T Inverse Magnetic Catalysis 
□ Hadron Resonance Gas → Electric Fluctuations 

Interplay between B and rotation 
□ Finite-µ Inverse Magnetic Catalysis 
□ Quantum Anomaly 

E and inhomogeneous B in “worldline formalism” 
□ Dynamically Assisted Schwinger Mechanism 
□ Spatially Assisted Schwinger Mechanism (Magnetic Catalysis)
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KF-Hidaka, PRL117, 102301 (2016)

Copinger-KF, PRL117, 081603 (2016)

Chen-KF-Huang-Mameda, PRD93, 104052 (2016) 
Ebihara-KF-Mameda, 1608.00336 [hep-ph]



Sep. 19 @ Erice

B-effects 10 yrs ago (before HIC)
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Quark matter (with color-super) in neutron stars

KF-Warringa, PRL100, 032007 (2008)

B-effects visible only at  
     “unphysically” large B

eB in Neutron Star 
  surface: ~ 1012 gauss  
  magnetar: ~ 1015 gauss (~10MeV2)  
  cores:  ~1018 gauss (upper bound)

Marginal to affect QCD physics…
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B-effects in Heavy-Ion Collisions
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Instantaneous, but strongest in the present Universe!
GeV-scale (~1020 gauss) is a realistic estimate!

B-effects must definitely affect QCD physics
Review: X.-G. Huang, 1509.04073 [nucl-th]
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Effects of eB>(LQCD)2 on QCD?
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Magnetic Catalysis
Klimenko, Shovkovy, Miransky, Gusynin, Shushpanov, Smilga, …

B favors more chiral symmetry breaking
Inverse Magnetic Catalysis

Preis, Rebhan, Schmitt, etc…

B disfavors chiral sym breaking at high µB

Inverse Magnetic Catalysis (Magnetic Inhibition)
Bali, Endrodi, Bruckmann, Schafer, Fodor, Szabo, etc…

B disfavors chiral sym breaking at high T
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Effects of eB>(LQCD)2 on QCD?
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Magnetic Catalysis
Klimenko, Shovkovy, Miransky, Gusynin, Shushpanov, Smilga, …

B favors more chiral symmetry breaking

Scalar condensate : J=0 with S=1 and L=1

B

NJL / Chiral Perturbation Theory / Lattice
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Effects of eB>(LQCD)2 on QCD?
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Magnetic Catalysis

B favors more chiral symmetry breaking
Inverse Magnetic Catalysis

B disfavors chiral sym breaking at high µB

Inverse Magnetic Catalysis (Magnetic Inhibition)

B disfavors chiral sym breaking at high T

Physics understandable in the mean-field level

Physics beyond the mean-field level

Physics understandable in the mean-field level

Case not closed
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Finite-T Inverse Magnetic Catalysis
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Difficulty in understanding the IMC
Critical T in BCS: Tc / �(T = 0)

hq̄qi in QCD

hq̄qi(T = 0) is increased at finite B

Tc is decreased at finite B
Reconcile?

T

hq̄qi
Needs some other dynamics? 
 (deconfinement / IR meson)



Sep. 19 @ Erice

Effects of eB>(LQCD)2 on QCD?
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Phase Diagram
Klimenko, Shovkovy, Miransky, Gusynin, Shushpanov, Smilga, …
Preis, Rebhan, Schmitt, etc…

Bali, Endrodi, Bruckmann, Schafer, Fodor, Szabo, etc…
Fraga, Noronha, Palhares, Blaizot, Ruggieri, Gatto, etc…

Infinite B limit?
Fermions infinitely heavy (quenched limit)
Reduced to anisotropic pure Yang-Mills  
        1st-order Phase Transition!

Endrodi, Cohen-Yamamoto
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Homogeneous B effects  
     on the chemical freezeout
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Freezeout ~ Phase Boundaries
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Chemical Freezeout

values of µB and T are shown in Fig. 1 as functions of center-of-mass energy
per nucleon pair.

We note that, near 10 GeV center of mass energy, the temperature saturates
with increasing beam energy, reaching an asymptotic value of about 160 MeV,
while the baryon chemical potential decreases smoothly.
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Fig. 2. The decoupling temperatures and chemical potentials extracted by Statisti-
cal Model fits to experimental data. The freeze-out points are from Refs. [15] and
[22–24]. The open points are obtained from fits to mid-rapidity whereas the full–
points to 4º data. The inverse triangle at T = 0 indicates the position of normal
nuclear matter. The lines are diÆerent model calculations to quantify these points
[21,25,26]. The shaded lines are drawn to indicate diÆerent regimes in this diagram
(see text).

Plotting these temperature-chemical potential pairs for all available energies
results in a phase diagram-like picture as is illustrated in Fig. 2. In the µB

region from 800 to 400 MeV, as T increases from 50 to 150 MeV, the experi-
mental points rise approximately linearly. In contrast, below µB ª 400 MeV,
the temperature is approximately constant, T ' 160 MeV. The highest col-
lision energies studied to date at RHIC are those for which µB ª 25 MeV.
Also shown on this plot are lines of fixed energy per particle and fixed entropy
density per T 3; also shown is a line of hadron percolation (see below).

These experimental results can be compared to phase transition points com-
puted on the lattice [27,28]. Numerical simulations in lattice QCD can be

3

Experimentally seen  
“Phase Diagram”

Point (T, µB, etc) where 
“inelastic” scattering is  
turned off (due to changes  
in inter-particle distance)
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interaction gets weaker with larger B, can overcome the
magnetic catalyzing e↵ect (see Ref. [22] for a review
and references therein). Such behavior of the interaction
weakened by stronger B may well be consistent with the
asymptotic freedom of QCD if the relevant scale is given
by

p
eB [23, 24]. In other words, the inverse magnetic

catalysis might be a consequence from the confining sec-
tor in which B eases QCD particles of confining forces.
An alternative scenario called the magnetic inhibition is
rather closed in the chiral sector. If the magnetic field is
large enough, the energy dispersion of ⇡0 is also dimen-
sionally reduced, which would destruct the chiral order
especially at finite T [25]. There are also bag-model anal-
yses of thermodynamic phase transitions with B [26].

Inverse Magnetic Catalysis with the Hadron Resonance
Gas Model: None of these model scenarios has been
fully justified nor falsified and all of them su↵er model-
dependent assumptions. Fortunately, however, we have
another theoretical tool, that is, the hadron resonance
gas (HRG) model, which is free from parameter ambigu-
ities. At zero magnetic field (B = 0) and zero baryon
chemical potential (µ

B

= 0) it has been well tested that
the HRG model reproduces the lattice-QCD data very
nicely up to the crossover temperature where the HRG
thermodynamic quantities such as the pressure, the in-
ternal energy density, and the entropy density blow up
(which is regulated by excluded volume e↵ects [27] that
may be important at high temperatures). Interestingly,
such a simple picture of the HRG model has been verified
also from the success of thermal model fit of experimental
data in the heavy-ion collision. In this way the chemical
freezeout points have been located on the phase diagram
on the µ

B

-T plane (see Ref. [28] for a summary of ther-
mal model implications and Ref. [29] for recent studies
on fluctuations to locate the chemical freezeout points).

It has been known that several thermodynamic condi-
tions imposed with the HRG model can reproduce an
experimentally identified curve of the chemical freeze-
out [30, 31]. Among them a physically reasonable con-
dition is E/N = "/n ' 1 GeV where E (and ") is the
internal energy (density) and N (and n) is the thermal
particle number (density) [30]. Here, N counts not only
baryons but also mesons and anti-particles. Therefore,
the chemical freezeout supposedly occurs when the aver-
age energy per one thermal degrees of freedom (i.e. the
rest mass plus thermally distributed energy ⇠ m + 3

2

T
for non-relativistic heavy particles) crosses ⇠ 1 GeV. In
Fig. 1 we show bands (with slanting lines) of the chemical
freezeout using the HRG model in the range of E/N =
0.9 ⇠ 1.0 GeV with and without the magnetic field. We
note that E and N are obtained from the HRG pres-
sure given by a superposition of all hadronic (bosonic and
fermionic) contributions, i.e. p =

P
b db · pb +

P
f df · pf

with the degeneracy db/f and the free-gas pressure pb/f .
For the finite magnetic field the pressures of q-charged

FIG. 1. Chemical freezeout bands drawn in the range of
E/N = 0.9 ⇠ 1.0 GeV with and without the magnetic field.
The bands with slanting lines represent results with the charge
conservation taken into account, while the shaded bands rep-
resent results with µQ = µS = 0 fixed.

s-spin hadrons are changed as

pb/f = ±T
sX

sz=�s

1X

n=0

qB

2⇡

Z
dpz
2⇡

ln(1± e�(E�µiQi)/T ) ,

(1)
with µiQi collectively represents µ

B

QB + µ
S

QS + µ
Q

Qe

with the baryon charge, the strangeness, and the electric
charge of the particle, respectively, and corresponding
chemical potentials. The energy dispersion relation is
E(pz, n, sz) =

p
p2z + 2|qB|(n+ 1/2� sz). We note that

the divergence from the zero-point oscillation is absorbed
in the renormalized magnetic field in the vacuum [32].
In this work we are interested in hadronic thermody-
namics that is relevant to the freezeout, and thus can
safely discard the magnetic field energy terms. Also,
it would be useful to mention that eB (or qB in the
above expression) is a renormalization free combination.
In our HRG model treatment we have adopted the par-
ticle data group list of particles contained in the package
of THERMUS-V3.0 [33] (we used only the list and wrote
our own numerical codes). We should note that we have
introduced the strangeness and the electric charge chem-
ical potentials, µ

S

and µ
Q

, to implement the conserva-
tion laws of strangeness and electric charge for the entire
system. More specifically, µ

S

and µ
Q

should take finite
values to realize NS = 0 and B/(2Q) = 1.2683 where
B and Q represent the baryon number and the electric
charge number, respectively, which is for cold nuclear
matter (N

proton

+N
neutron

)/2N
proton

and 1.2683 is fixed
for heavy nuclei by the �-equilibrium with the Coulomb
interaction.
The boundaries of the freezeout band (indicated by red

lines for B = 0 and green lines for B 6= 0 in Fig. 1) can
be parametrized as a function of µ

B

in the polynomial
form as T

f

(µ
B

) = a� bµ2

B

� cµ4

B

. Then, we find that the
choice of parameters as listed in Tab. I can give a good fit
for the curves in Fig. 1. In fact, for B = 0, these values

Hadron Resonance Gas
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Empirical Freezeout Conditions
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values of µB and T are shown in Fig. 1 as functions of center-of-mass energy
per nucleon pair.

We note that, near 10 GeV center of mass energy, the temperature saturates
with increasing beam energy, reaching an asymptotic value of about 160 MeV,
while the baryon chemical potential decreases smoothly.

0

20

40

60

80

100

120

140

160

180

200

0 200 400 600 800 1000

µb (MeV)

T 
(M

eV
)

E/N=1.08 GeV
s/T3=7
percolation

Cleymans et al.
Becattini et al.
Andronic et al.

Fig. 2. The decoupling temperatures and chemical potentials extracted by Statisti-
cal Model fits to experimental data. The freeze-out points are from Refs. [15] and
[22–24]. The open points are obtained from fits to mid-rapidity whereas the full–
points to 4º data. The inverse triangle at T = 0 indicates the position of normal
nuclear matter. The lines are diÆerent model calculations to quantify these points
[21,25,26]. The shaded lines are drawn to indicate diÆerent regimes in this diagram
(see text).

Plotting these temperature-chemical potential pairs for all available energies
results in a phase diagram-like picture as is illustrated in Fig. 2. In the µB

region from 800 to 400 MeV, as T increases from 50 to 150 MeV, the experi-
mental points rise approximately linearly. In contrast, below µB ª 400 MeV,
the temperature is approximately constant, T ' 160 MeV. The highest col-
lision energies studied to date at RHIC are those for which µB ª 25 MeV.
Also shown on this plot are lines of fixed energy per particle and fixed entropy
density per T 3; also shown is a line of hadron percolation (see below).

These experimental results can be compared to phase transition points com-
puted on the lattice [27,28]. Numerical simulations in lattice QCD can be

3

E : internal energy

N : particles + antiparticles

E/N ⇠ 1GeV

Andronic et al. (2010)

Cleymans-Redlich  
PRL81, 5284 (1998)
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Empirical Freezeout Conditions
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values of µB and T are shown in Fig. 1 as functions of center-of-mass energy
per nucleon pair.

We note that, near 10 GeV center of mass energy, the temperature saturates
with increasing beam energy, reaching an asymptotic value of about 160 MeV,
while the baryon chemical potential decreases smoothly.
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Fig. 2. The decoupling temperatures and chemical potentials extracted by Statisti-
cal Model fits to experimental data. The freeze-out points are from Refs. [15] and
[22–24]. The open points are obtained from fits to mid-rapidity whereas the full–
points to 4º data. The inverse triangle at T = 0 indicates the position of normal
nuclear matter. The lines are diÆerent model calculations to quantify these points
[21,25,26]. The shaded lines are drawn to indicate diÆerent regimes in this diagram
(see text).

Plotting these temperature-chemical potential pairs for all available energies
results in a phase diagram-like picture as is illustrated in Fig. 2. In the µB

region from 800 to 400 MeV, as T increases from 50 to 150 MeV, the experi-
mental points rise approximately linearly. In contrast, below µB ª 400 MeV,
the temperature is approximately constant, T ' 160 MeV. The highest col-
lision energies studied to date at RHIC are those for which µB ª 25 MeV.
Also shown on this plot are lines of fixed energy per particle and fixed entropy
density per T 3; also shown is a line of hadron percolation (see below).

These experimental results can be compared to phase transition points com-
puted on the lattice [27,28]. Numerical simulations in lattice QCD can be

3

E/N ⇠ 1GeV

How these curves  
 modified by B?

Assume: 
empirical condition  
not changed by B
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Landau Quantization
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Dominated by n=0 (Lowest Landau Level)

Effective masses of large spin resonances  
  pushed down significantly — more hadrons

✏2 = p2z + 2|eB|(n+ 1/2) +m2 � 2s eB

Phase space (Landau degeneracy) enhanced  
  proportional to eB — even more hadrons

m2
e↵ = m2 + |eB|� 2s eB
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Things are not so simple
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It is not obvious whether the chemical freezeout  
curves are shifted down in accord to the inverse MC.

With increasing B : 

E increases

N increases
Which is earlier???

E/N ⇠ 1GeV realized earlier or later?
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Shifted Freezeout Curves
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KF-Hidaka (2016)

Slanted lines
With conservation 
      of S and Q

Shaded lines
Without conserv. 
      of S and Q

E/N = 0.9 ⇠ 1.0GeV

NO Puzzle of Inverse Magnetic Catalysis!!!
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Shifted Freezeout Curves
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N increases faster

p gets lighter 
n remains intact

Electric charge conserv.

KF-Hidaka (2016)
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Charge Conservations
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Charge Conservations
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At high T µS ⇠ µB/3

The chemical potential felt by free strange quarks is

µB/3� µS ⇠ 0 if µS ⇠ µB/3

This signals for realization of  
“quark deconfinement” even in  
HRG without quark d.o.f.
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Charge Conservations
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µQ is fixed to meet B/(2Q) = 1.2683

In (heavy) nuclei there are a bit more neutrons than protons.
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Isospin sym. breaking is minor → µQ is nonzero but small.

µQ ⇠ 10�2GeV

B breaks isospin sym.

µQ ⇠ 10�1GeV
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Observables on Freezeout Lines
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With di↵erent
p
sNN
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Electric Charge Fluctuations
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Electric Charge  
    Conservation Significant  

enhancement

Charged hadrons  
favored by B

KF-Hidaka (2016)

cf. 0907.0494  
     (lattice)
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Sensitivity to B
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Chemical potential fixed at 0.6GeV
Temperature fixed by the condition E/N=0.9~1GeV

Crossover?

Sensitive to B
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FIG. 4. �Q (green line increasing toward the top-right corner)
and µQ (red line decreasing toward the bottom-right corner)
as functions of eB for µB = 0.6 GeV. The band corresponds
to E/N = 0.9 GeV and 1.0 GeV and the temperature is fixed
by respective freezeout conditions.

stronger B, as is represented by the green shaded band
in Fig. 2. As µ

B

goes up from 0.1 GeV to 0.6 GeV,
our calculation shows that �Q rapidly increases by more
than one order of magnitude. However, such a gigan-
tic enhancement is an artifact from too abundant pro-
tons over neutrons, which violates the electric charge
conservation. Indeed, for a stronger B, as seen from
µ
Q

[eB = (0.5 GeV)2] in Fig. 3, a larger value of µ
Q

of order of ⇠ 0.1 GeV is necessary to suppress protons
not to violate the charge conservation. This chemical
potential also suppresses �Q at large µ

B

. To have an
intuitive feeling of how results change quantitatively, we
show all the cases with and without B and with and
without the charge conservation in Fig. 2 corresponding
to the presentation in Fig. 1. We see from Fig. 2 that the
conservation laws have minor e↵ects for B = 0 (and we
can also understand the strangeness sector hardly modi-
fies �Q), but the proper treatment with the conservation
laws is indispensable for eB = (0.5 GeV)2. Nevertheless,
even after imposing the conservation laws, we can con-
firm that �Q at eB = (0.5 GeV)2 is twice enhanced for
small µ

B

and, for µ
B

⇠ 0.6 GeV it can be four times as
large as that at B = 0, that implies that �Q could serve
as a probe to detect the presence of a strong magnetic
field in the heavy-ion collision.

We make another plot in Fig. 4 to check the sensitivity
of �Q and µ

Q

as functions of eB for µ
B

= 0.6 GeV. These
are surprisingly non-trivial results; �Q is almost flat up to
eB ⇠ 0.15 GeV2 and a quick “crossover” of increasing �Q

takes place for eB & (0.4 GeV)2. The rapid increasing
behavior in Fig. 4 suggests a sort of approximate phase
transition and quark matter at eB & (0.4 GeV)2 might
be well identified as a novel state of matter. It would be
an interesting future problem to explore intrinsic prop-
erties of such dense and magnetized matter. From the
experimental point of view, µ

Q

should be a probe that

has better sensitivity to the magnetic field. Practically
speaking, moreover, the determination of µ

Q

would need
less statistics than the fluctuation measurements.

Summary: We quantified a shift of the chemical
freezeout curves by the magnetic field e↵ect using the
HRG model and the freezeout condition E/N ⇠ 1 GeV.
We found that the chemical freezeout shift is downward
to a lower temperature in a way consistent with the in-
verse magnetic catalysis, though physical contents may
be di↵erent; we focused on a combination of E/N and
the electric charge chemical potential µ

Q

plays a cru-
cial role at large µ

B

and strong B, not to violate the
electric charge conservation. We proposed an enhance-
ment of the electric charge fluctuation �Q as a probe to
detect B in the heavy-ion collision. Alternatively, the
proton number fluctuation could be useful because such
an enhancement is mainly caused by protons whose dis-
persion should be drastically modified by the magnetic
field. Also, in principle, µ

Q

is an experimentally measur-
able quantity from the thermal model fit, and increasing
µ
Q

could serve as a magnetometer. In particular, we
found that there is rapidly increasing behavior of fluctu-
ation around eB ⇠ (0.4 GeV)2 which may signal for a
crossover to a yet unknown new state of matter.

A possible experimental analysis would be as follows.
There are already nice collections of the thermal model
parameters, T , µ

B

, µ
Q

, µ
S

, etc from the beam energy
scan program at RHIC and more data should be expected
from the future heavy-ion facilities such as FAIR, NICA,
and JPARC. These fitted parameters should generally
have centrality dependence, and once this dependence
together with the electric charge fluctuation can be re-
solved experimentally, our present calculation suggests
that we can extract information on the magnetic field. In
other words, we emphasize the importance of centrality
di↵erentiated measurement of thermal parameters and
fluctuations, and our present study provides future ex-
periments with a theoretical baseline for the magnetic
field detection. Finally, we would emphasize that, even
apart from pragmatic discussions on experimental oppor-
tunities, our present study sheds a new light of theory on
the phase structure and the ground state properties of
highly magnetized QCD matter.

K. F. thanks Vladimir Skokov and Igor Shovkovy for
discussions. This work was partially supported by JSPS
KAKENHI Grant No. 15H03652 (K. F. and Y. H.),
15K13479 (K. F.), and 16K17716 (Y. H.) and par-
tially by the RIKEN interdisciplinary Theoretical Science
(iTHES) project.

[1] D. Lai, Rev. Mod. Phys. 73, 629 (2001), arXiv:astro-
ph/0009333 [astro-ph].

Bad and  
  Good News

KF-Hidaka (2016)
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Conjecture
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Enhanced fluctuations imply 
                 enhanced electric conductivity
High Density: proton + neutron
Strong B: proton (lightened)
Dense and magnetized nuclear matter 
  dominated by protons
Easy to sustain the decaying B (Lenz’s law)

cf. B changes transport coefficients:  
see KF-Hattori-Yee-Yin, PRD93, 074028 (2016) for heavy-quark diffusion coefficients
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Possible signatures for B
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 Magnetic shift of the chemical freezeout points with  
  different centralities.

 Enhancement of µQ with different centralities.

 Enhancement of cQ with different centralities.

Centrality differentiated thermal parameter analysis

Freezeout T decreases in accord to the IMC.

Easily accessible information from HIC experiment.

A bit challenging but possible experimental signature.
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Interplay between  
          B and Rotation
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Large J in Heavy-Ion Collisions
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Fruitful physics coming!

Berndt Muller 
Physics 2, 104 (2009)

Becattini-Inghirami-Rolando-Beraudo (2015) 

Jiang-Lin-Liao (2016)

4

tuations for vorticity at the edge of the system (the inter-
face between cells with a few particles and vacant cells).
Such fluctuations are suppressed when computing the av-
erage vorticity because we adopt the energy density as
the averaging weight as in Eq.(4). In our calculation we
chose the whole volume as 20fm×20fm on the transverse
plane over a spatial rapidity span of 8 units. Each cell’s
size is 0.8fm × 0.8fm on the transverse plane over a ra-
pidity slice of 0.4 unit. We have chosen the time step
to be 0.2 fm/c for the vorticity analysis, and we ana-
lyze the parton matter up to the time of 9 fm/c in the
center-of-mass frame.

B. Angular Momentum of the QGP: Its
Dependence on Time, Energy and Centrality

We now present the results from AMPT for the angu-
lar momentum carried by the QGP fireball with detailed
information on its time evolution as well as beam energy
and collision centrality dependence. Again the sign of
Jy depends on the specific setup of coordinate axes and
carries no specific meaning: while the raw results from
AMPT (due to its particular choice in the code) have
negative sign, for simplicity we will just show results for
the magnitude of Jy.
Let us first examine the time dependence of all the

angular momentum components Jx,y,z for given collision
energy and centrality: see Fig. 2. The results confirm
the intuitive picture that the dominant component is Jy
(which is larger by orders of magnitude than Jx,z), i.e.
the QGP global rotation is indeed around the out-of-
plane axis. We also note that the Jy carried by the QGP
fireball is about 10 ∼ 20% of the total angular momentum
of the whole colliding system J = Ab

√
sNN/2. Lastly,

Jy is essentially a constant in time as it should be, which
serves as a check of the simulation’s precision. These
features are found to be the case for all other centralities
as well as beam energies in our calculations.
We next take a look at the dependence of Jy on the col-

lision energy and impact parameter in comparison with
the results from the simple hard sphere model. Fig. 3
shows a non-monotonic dependence of Jy on b as ex-
pected, with a maximum around b ∼ 4 fm. Fig. 4 shows
an approximately linear growth of Jy with increasing√
sNN , again as expected. In both figures, the Jy from

AMPT is about 2 ∼ 3 times that from the hard sphere
model. Also note that the b value corresponding to the
peak in Jy is also bigger from the AMPT model. This
can be understood from two factors. Firstly compared
with the hard sphere model with sharp edges, the ac-
tual incident nuclear profile (Woods-Saxon in AMPT) is
more extensive thus making the overlapping zone (where
fireball is created) bigger, with more momentum carri-
ers further away from the rotational axis at the center.
Secondly, in the hard sphere model the momentum car-
ried outside the overlapping zone is not counted, while
in actual collision (as captured by AMPT) the nucleons

FIG. 2: Angular momentum from the AMPT model at b = 7
fm and

√
sNN = 200 GeV.

FIG. 3: Angular momentum Jy as a function of b from the
AMPT model and the hard sphere model at

√
sNN = 200

GeV.

outside the geometric overlapping zone would still have
probability to experience collision and become part of
the fireball thus contributing more to the angular mo-
mentum.

IV. VORTICITY FROM THE AMPT MODEL

A. Local Vorticity Distribution

Once the velocity distribution is obtained as described
above, we can then use the finite differential method to
calculate the vorticity numerically. We will focus on the

Large J and long life time (unlike B)!
cf. polarization of ⇤ and ⇤̄
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Chiral Magnetic Effect  ~  Chiral Vortical Effect
Gauge Effect Geometrical Effect
Can be homogeneous Must be inhomogeneous
No upper limit Causality limit

Gauge Theory General Relativity 
Fluid Dynamics

µW in Neutron Star 
  µ ~ 500 MeV  ×  W ~ 103 s-1 (millisecond pulsar) 
  µW ~ 10-15 MeV2    (extremely tiny!!!)

B ⇠ µ⌦
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Rotating fermions are given  
finite momenta, and the Dirac 
sea is “pushed up” just like 
chemical potentials.

Most well-known example: 
Deformed Nuclei

Cranking model

Looks like a chemical potential for matter

H
rot

= H � ⌦Jz

µ ⇠ ⌦Jz ⇠ M(⌦R)2 (extremely huge!!!)
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Jiang-Liao, 1606.03808

3

coordinate — specifically dependent only on r by virtue
of symmetry. Using the mean-field propagator one can
compute the grand potential of the system:

⌦ =

Z
d3~r

⇢
(M �m)2

4G
� NfNc

16⇡2

X

n

Z
dk2t

Z
dkz

⇥ [Jn(ktr)
2 + Jn(ktr)

2]

⇥T


ln

⇣
1 + e(✏n�µ)/T

⌘
+ ln

⇣
1 + e�(✏n�µ)/T

⌘

+ ln
⇣
1 + e(✏n+µ)/T

⌘
+ ln

⇣
1 + e�(✏n+µ)/T

⌘� �
(8)

In the above the mean-field quasiparticle dispersion ✏n is
given by ✏n =

p
k2z + k2t +M2 � (n + 1

2 )!. The mean-
field chiral condensate (or equivalently the mass gap M)
at given values of temperature T , chemical potential µ
and rotation !, can then be determined from the usual
gap equation through variation of the order parameter:

�⌦
�M(r) = 0 and �2⌦

�M(r)2 > 0. We will numerically solve
the gap equation for the case of Nf = 2 and Nc = 3 and
present the results below. For the parameters G, Gd and
a cuto↵ scale ⇤ of this model, we choose the standard
values (see e.g. [36]).
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r = 0.1 GeV-1

FIG. 1: The mean-field mass gapM (at radius r = 0.1GeV�1)
as a function of ! for various fixed value of T .

Let us focus on the zero density case (i.e. µ = 0) and
study how the mass gap changes with T and !. As al-
ready pointed out, the condensate will depend on the
transverse radius r: we have found that the mass gap M
smoothly decreases with r . In the following we will show
results for a particular value of r for simplicity. In Fig. 1
we show M (at radius r = 0.1GeV�1) as a function of
! for various fixed value of T . At all values of temper-
ature, the mass gap decreases with increasing values of
!: this clearly confirms the rotational suppression e↵ect
on the quark-anti-quark pairing in the chiral condensate.
We also see that at low temperature the chiral conden-
sate experiences a first-order transition when ! exceeds

0.00 0.05 0.10 0.15 0.20 0.25
0.0

0.1

0.2

0.3   0.1GeV
  0.3GeV
  0.6GeV
  0.645GeV
  0.7GeV

M
 (G

eV
)

T (GeV)

r = 0.1GeV-1

1st

FIG. 2: The mean-field mass gap M (at radius r =
0.1GeV�1) as a function of T for various fixed value of !.

a critical value !c, while at high temperature the chi-
ral condensate vanishes with increasing ! via a smooth
crossover. The !c decreases with increasing temperature.
In Fig. 2 we show M (at radius r = 0.1GeV�1) as a func-
tion of T for various fixed value of !. At very small !, the
mass gap decreases smoothly toward zero with increasing
temperature, indicating a smooth crossover transition as
expected. However when ! becomes large, the transition
becomes stronger and stronger, eventually becoming a
first-order transition as signaled by a sudden jump. The
transition temperature Tc becomes smaller at larger !.
These results could be understood by considering ! as
a sort of “chemical potential” for angular momentum.

Indeed this is evident from Eq.(4): the term ~! · ~̂J is in
direct analogy to a term µ · Q̂ for a conserved charge Q̂.
It is therefore not surprising that the phase transition
behavior at finite ! is very similar to that at finite µ in
the same model.
With the above observation, it is tempting to envi-

sion a new phase diagram of the chiral phase transition
on the T � ! parameter space: see Fig. 3 (as computed
from the present model). It features a chiral-symmetry-
broken phase at low temperature and slow rotation while
a chiral-symmetry-restored phase at high temperature
and/or rapid rotation. A smooth crossover transition
region at high T and low T and a first-order transi-
tion line at low T and high ! are connected by a new
critical end point. Given the present model parameters,
this critical point is located at TCEP = 0.020GeV and
!CEP = 0.644GeV. As already discussed previously,
the “rotational suppression” of the scalar condensate is a
quite generic e↵ect. It is conceivable that similar phase
transition behaviors under rotation would also occur in
other dynamical models for studying chiral condensate.
Superconducting Pairing in Rotating Matter.— To

demonstrate that the “rotational suppression” of the
scalar condensate is a generic e↵ect, we also study an-
other quite di↵erent type of pairing: the fermion-fermion

4

0.50 0.55 0.60 0.65
0.00
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0.04

0.06

0.08

0.10

T 
(G
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)

ω (GeV)

Cossover

1st order

CEP 

FIG. 3: The phase diagram on T -! plane (see text).

(rather than the fermion-anti-fermion) superconducting
pairing phenomenon in the presence of rotation. In the
QCD context, this is the color superconductivity at high
density and low temperature (see e.g. [37] for a recent
review). Quite di↵erent from the chiral condensate, the
diquark pairing state has the spatial angular momentum
(for the relative orbital motion) L = 0 while the total
spin S = 0 (i.e. antisymmetric combination of the two
individual quark spins), again with the total angular mo-
mentum J = 0 for the pair. We use the same NJL model
and for simplicity we focus on the low-temperature high-
density region where the chiral symmetry is already re-
stored. Assuming a mean-field 2SC diquark condensate

�✏↵�3✏ij = �2Gd

D
i ↵

i C�
5 �

j

E
the grand potential in

this case is given by:
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(9)

In the above the mean-field quasiparticle dispersion ✏±n
and ✏�±

n is given by ✏±n = (
p
k2z + k2t +m2±µ)�(n+ 1

2 )!

and ✏�±
n = [(

p
k2z + k2t +m2 ± µ)2 +�2]

1
2 � (n+ 1

2 )!.
The mean-field diquark condensate � at given values of
temperature T , chemical potential µ and rotation !, can
then be determined from the self-consistency equation
through variation of the order parameter: �⌦

��(r) = 0 and
�2⌦

��(r)2 > 0. By numerically solving the equation, we show

in Fig. 4 the � (at radius r = 0.1GeV�1) as a function of

! for several values of T and fixed µ = 400MeV. One can
see that with increasing !, the diquark condensate always
decreases toward zero, through a 1st-order transition at
low T while a smooth crossover at higher T . This result
again confirms the generic rotational suppression e↵ect
on the scalar diquark pairing.
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FIG. 4: The mean-field diquark condensate � (at radius r =
0.1GeV�1) as a function of ! for several values of T and fixed
value of µ = 400MeV.

Summary and Discussions.— In summary, we have
found a generic rotational suppression e↵ect on the
fermion pairing state with zero angular momentum. This
e↵ect is demonstrated for two well-known pairing phe-
nomena in QCD matter, namely the chiral condensate
and the color superconductivity. The scalar pairing
states in these two examples, while di↵erent in many
aspects, are both found to be reduced with increasing
rotation of the system. In the case of chiral phase transi-
tion, we have identified the phase boundary with a criti-
cal point on the T � ! parameter space.
The rotational e↵ects on pairing phase transitions may

bear interesting implications for a number of physics sys-
tems. The phase diagram of QCD matter on T �! plane
could be quantitatively explored by ab initio lattice sim-
ulations which has recently become feasible [8]. In heavy
ion collisions there is sizable global angular momentum
carried by the hot dense matter (as recently computed
in e.g. [6]): such rotational motion may cause the chiral
restoration to occur at lower temperature as our results
imply, and may bear measurable consequences (e.g. for
dilepton emissions). In the case of neutron stars, the
dense QCD matter is under global rotation which may
reduce the chiral as well as diquark or nucleon-nucleon
pairings and may a↵ect the moment of inertia for such
stars [27, 28]. In the non-relativistic domain, the cold
fermionic gas is an ideal place to study the rotational
suppression e↵ect on the fermion pairing and the very
interesting BCS-BEC crossover phenomenon [38–41]. Fi-
nally, while in this paper we limit ourselves to the study
of slow rotation e↵ects, it is worth commenting that

Complete analogy to chemical potential… BUT!
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Effective density (Pauli blocked): ⌦Jz

Finite size effect (IR cutoff): Jz/R

Causality: ⌦ < 1/R

No mode can be Pauli blocked 
          → No phase transition solely by J

Situations changed by T / µ / B
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If B is imposed along the rotation axis, the wave-function  
should be localized in the Larmor radius

We can forget about the boundary effect for
p
eB � R�1

Roughly speaking, the Landau quantization (pushing  
many states into LLL) works stronger than the  
quantization from the boundary effect.
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the highest angular momentum modes in F⌦ contributes
nonvanishingly. In contrast, the step function in F

µ

given
in Eq. (25) indicates that all N modes simultaneously
start contributing for µ > m, while for µ < m nothing
happens.

(II) Another way to investigate the di↵erence between
the red and the blue lines in Fig. 2 is to approximate the
`-sum. Suppose that ⌦ is small so that we can treat ⌦j
as a continuous variable. Also we assume a su�ciently
large integer N . Then, we can approximate the `-sum in
F⌦ by an integration as

N�n

X
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ln
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n
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n
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(32)

For our parameter choiceN ⇠ O(104) is large enough and
the above approximation is justified. Then the rotational
contribution to the gap equation (21) is reduced to

F⌦ = F
µ

(µ = µ
N

)� eB
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1
X

n=0

↵
n

s

1� m2
n

µ2
N

✓(µ
N

�m
n

) .

(33)
It is obvious that a density-like e↵ect induced by rotation
is certainly contained in the first term F

µ

. The second is
a negative term that makes a di↵erence from the finite-
density case. This extra term plays a role to weaken
chiral restoration by rotation as compared to that by
high density. Therefore, the suppression of the dynam-
ical mass in the rotating frame occurs more gradually
than that with the finite chemical potential. Moreover,
Eq. (33) implies F⌦ < F

µ

for a fixed µ
N

, and thus, chiral
restoration by rotation would need larger µ

N

than that
by finite density (see Fig. 1).

(III) For mcurrent = T = 0 and large eB we can an-
alytically investigate the eB-dependence of ⌦

c

. In our
analysis we adopted the näıve cuto↵ regularization with
Eq. (20), but the regularization scheme should be irrel-
evant for a large system with S � 1/eB. If we utilized
the proper time regularization for F0, the gap equation
with rotation and strong magnetic field would be [54]
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,

(34)

where �E is the Euler-Mascheroni constant, �(z) denotes
the gamma function, and ⇤PT stands for the cuto↵ pa-
rameter in the proper-time regularization. In this gap
equation (34), the terms in the third line result from the

FIG. 4. 3D plot for the dynamical mass as a function of ⌦
and eB at strong coupling. For large ⌦, chiral symmetry is
restored by eB, which manifests the inverse magnetic catalysis
or the rotational magnetic inhibition.

n = 0 mode in Eq. (33). We can find ⌦
c

from the above
gap equation with m ! 0 substituted, and the analytical
result is

⌦
c

(eB) =

p
⇡

S
p
eB

exp



�2⇡2

eB

✓

1
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� 1
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�0.610⇤2
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,

(35)

where G
c

= 4⇡/⇤2
PT is the critical coupling for ⌦ =p

eB = 0 that is found in the proper-time regularization.
In the second line in Eq. (35), we utilized the parameters
of Eqs. (26), (29) and (28). On the other hand, we can
numerically evaluate ⌦

c

as a function of eB as displayed
in Fig. 3. From the linearity in Fig. 3 the numerical fit
leads to

⌦
c

(eB) ' 1.58⇥ 10�6

p
eB

exp

✓

�0.609⇤2

eB

◆

. (36)

This fitting result ensures that Eq. (32) is a good approx-
imation for the parameters in Eq. (28).

B. Dynamical mass at strong coupling (G > Gc)

We shall next focus on the following strong region:

G = 1.11G
c

. (37)

We note that dynamically determined m with the above
strong-coupling is about 20 times larger than mdyn at
weak coupling. We show the numerical results in Fig. 4.
Below are several remarks on the results.

(I) For small angular velocity, the dynamical mass is
almost independent of ⌦ and eB. With increasing ⌦ the

Chiral Restoration by W

33

Chen-KF-Huang-Mameda (2015)

Demonstration even  
  without genuine 
    finite density 
      (µ = 0)

~ 1018 gaussSlower than millisecond pulsars

Inverse MC
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Straightforward computation of the density:

Second, we shall turn to magnetized rotating matter as dis-
cussed in Ref. [28]. under a strong magnetic field, the Landau
wave-function is localized and can be even more squeezed than
the system size if

p
eB � R�1. Then, the boundary e↵ects are

essentially irrelevant. Also, the energy dispersion relation of
fermions with B is Landau-quantized and the dynamics of the
magnetized fermions is dominated by the Landau zero mode,
which is independent of the angluar momentum. This is quite
di↵erent from rotating fermions without B for which the IR
modes are gapped as seen in Eq. (23). Therefore, there always
exist low-energy modes that are Pauli blocked, and thus, with
help of finite B, the rotation comes to a↵ect the system even at
zero temperature. This is an hand-waving explanation for the
reason why it has been observed in Ref. [28] that the rotation
a↵ects the chiral condensate.

Interestingly, in this case too, the quantum anomaly plays
a crucial role. Unlike the temperature for which the gravita-
tional mixed anomaly was relevant, the well-known standard
chiral anomaly in terms of the gauge field is su�cient to un-
derstand how the rotation and the magnetic field can induce
a finite density. To see this explicitly, let us consider a Dirac
fermion in the magnetic field B = B ẑ without rotation. The
Lagrangian density is simply L =  ̄i�i(@i + ieAi) , where Ai =
(0, By/2,�Bx/2, 0) in the symmetric gauge choice. Now, we
shall perform the “Floquet transformation” [13] or go to the ro-
tating frame by changing,

 ! exp(�1�2⌦t/2) , (28)

together with the coordinate transformation by x! (cos⌦t)x�
(sin⌦t)y and y ! (cos⌦t)y + (sin⌦t)y. Then, the Lagrangian
density after the transformations reads,

L =  ̄[i�0@t + i�1(@x + ieBy/2) + i�2(@y � ieBx/2)

+ i�3@z + (⌦/2)�3�5] .
(29)

Here, we can regard the last term proportional to ⌦/2 as an
axial gauge field or the chiral shift [39], and as calculated in
Ref. [12], a finite density is induced from the quantum anomaly
coupled with the chiral shift term and the magnetic field as

nanomaly =
eB⌦
4⇡2 , (30)

which explains the expression for the density obtained in Ref. [31].
In the above discussions one might have realized that Eq. (29)

is not really the Lagrangian density with B in a rotating frame,
in which more terms like ⌦(�x@y + y@x) should appear. These
terms do not enter Eq. (29) because the Floquet transformation
Eq. (28) does not accompany the rotation of the orbital part. In
fact we canshow that the above anomalous density picks up a
contribution from the spin part only.

Because we already know the complete expression for the
thermodynamics potential or the free energy with both B and
⌦ in Ref. [28], it is easy to take its chemical potential deriva-
tive and compute the density. The free energy under strong B

enough to discard the boundary e↵ects reads,

F = � 1
⇡R2

X
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dpz
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1
X

n=0

↵n
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N�n
X
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+ T ln
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�

,

(31)

where ↵n = 2 � �n,0, j = ` + 1/2, N = eBR2/2, and " =
q

p2
z + 2neB. By di↵erentiating it with respect to µ and taking

the T ! 0 limit, the number density turns out to be

nanomaly =
⌦

⇡2R2

N
X

`=0

(` + 1/2) =
eB⌦
4⇡2 (N + 1) . (32)

We see that, in addition to the anomaly-induced density in Eq. (30),
we have an extra contribution from the orbital angular momen-
tum `, which makes a contrast to the result in Ref. [31]. What
we can learn from the above exercise is that the rotation can
a↵ect the thermodynamic properties and thus modify the con-
densate if a strong magnetic field is imposed.

We already mentioned that the intermediate region is dif-
ficult to investigate. For the temperature e↵ect, what happens
for T . R�1 still needs careful considerations, and in the same
way for the magnetic e↵ect, it would be a quantitatively sub-
tle question to study the regime for

p
eB . R�1. In most of

physics problems involving quarks and gluons, either T � R�1

(in a quark-gluon plasma) or
p

eB � R�1 (in a neutron star)
would be realized, but for future applications to table-top ex-
periments, a more complete treatment over the whole regime
would become important.
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Second, we shall turn to magnetized rotating matter as dis-
cussed in Ref. [28]. under a strong magnetic field, the Landau
wave-function is localized and can be even more squeezed than
the system size if

p
eB � R�1. Then, the boundary e↵ects are

essentially irrelevant. Also, the energy dispersion relation of
fermions with B is Landau-quantized and the dynamics of the
magnetized fermions is dominated by the Landau zero mode,
which is independent of the angluar momentum. This is quite
di↵erent from rotating fermions without B for which the IR
modes are gapped as seen in Eq. (23). Therefore, there always
exist low-energy modes that are Pauli blocked, and thus, with
help of finite B, the rotation comes to a↵ect the system even at
zero temperature. This is an hand-waving explanation for the
reason why it has been observed in Ref. [28] that the rotation
a↵ects the chiral condensate.

Interestingly, in this case too, the quantum anomaly plays
a crucial role. Unlike the temperature for which the gravita-
tional mixed anomaly was relevant, the well-known standard
chiral anomaly in terms of the gauge field is su�cient to un-
derstand how the rotation and the magnetic field can induce
a finite density. To see this explicitly, let us consider a Dirac
fermion in the magnetic field B = B ẑ without rotation. The
Lagrangian density is simply L =  ̄i�i(@i + ieAi) , where Ai =
(0, By/2,�Bx/2, 0) in the symmetric gauge choice. Now, we
shall perform the “Floquet transformation” [13] or go to the ro-
tating frame by changing,

 ! exp(�1�2⌦t/2) , (28)

together with the coordinate transformation by x! (cos⌦t)x�
(sin⌦t)y and y ! (cos⌦t)y + (sin⌦t)y. Then, the Lagrangian
density after the transformations reads,

L =  ̄[i�0@t + i�1(@x + ieBy/2) + i�2(@y � ieBx/2)

+ i�3@z + (⌦/2)�3�5] .
(29)

Here, we can regard the last term proportional to ⌦/2 as an
axial gauge field or the chiral shift [39], and as calculated in
Ref. [12], a finite density is induced from the quantum anomaly
coupled with the chiral shift term and the magnetic field as

nanomaly =
eB⌦
4⇡2 , (30)

which explains the expression for the density obtained in Ref. [31].
In the above discussions one might have realized that Eq. (29)

is not really the Lagrangian density with B in a rotating frame,
in which more terms like ⌦(�x@y + y@x) should appear. These
terms do not enter Eq. (29) because the Floquet transformation
Eq. (28) does not accompany the rotation of the orbital part. In
fact we canshow that the above anomalous density picks up a
contribution from the spin part only.

Because we already know the complete expression for the
thermodynamics potential or the free energy with both B and
⌦ in Ref. [28], it is easy to take its chemical potential deriva-
tive and compute the density. The free energy under strong B

enough to discard the boundary e↵ects reads,
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where ↵n = 2 � �n,0, j = ` + 1/2, N = eBR2/2, and " =
q

p2
z + 2neB. By di↵erentiating it with respect to µ and taking

the T ! 0 limit, the number density turns out to be

nanomaly =
⌦

⇡2R2

N
X

`=0

(` + 1/2) =
eB⌦
4⇡2 (N + 1) . (32)

We see that, in addition to the anomaly-induced density in Eq. (30),
we have an extra contribution from the orbital angular momen-
tum `, which makes a contrast to the result in Ref. [31]. What
we can learn from the above exercise is that the rotation can
a↵ect the thermodynamic properties and thus modify the con-
densate if a strong magnetic field is imposed.

We already mentioned that the intermediate region is dif-
ficult to investigate. For the temperature e↵ect, what happens
for T . R�1 still needs careful considerations, and in the same
way for the magnetic e↵ect, it would be a quantitatively sub-
tle question to study the regime for

p
eB . R�1. In most of

physics problems involving quarks and gluons, either T � R�1

(in a quark-gluon plasma) or
p

eB � R�1 (in a neutron star)
would be realized, but for future applications to table-top ex-
periments, a more complete treatment over the whole regime
would become important.

Acknowledgements

The authors thank Xu-Guang Huang for useful discussions.
S. E. also thanks Yoshimasa Hidaka, Takashi Oka, and Leda
Bucciantini for discussions. K. F. is grateful for a warm hos-
pitality at Institut für Theoretische Physik, Universität Heidel-
berg, where K. F. stayed as a visiting professor of EMMI-ExtreMe
Matter Institute/GSI and a part of this work was completed
there. This work was supported by Japan Society for the Pro-
motion of Science (JSPS) KAKENHI Grant No. 15H03652 and
15K13479 (K. F.), JSPS Research Fellowships for Young Sci-
entists (K. M.).

References

[1] A. Vilenkin, Phys. Lett. B80 (1978) 150.
[2] A. Vilenkin, Phys. Rev. D20 (1979) 1807.
[3] A. Vilenkin, Phys. Rev. D21 (1980) 2260.
[4] Z.T. Liang and X.N. Wang, Phys. Rev. Lett. 94 (2005) 102301, nucl-

th/0410079, [Erratum: Phys. Rev. Lett.96,039901(2006)].
[5] X.G. Huang, P. Huovinen and X.N. Wang, Phys. Rev. C84 (2011) 054910,

1108.5649.
[6] X.G. Huang, Rept. Prog. Phys. 79 (2016) 076302, 1509.04073.
[7] F. Becattini and F. Piccinini, Ann. Phys. (Amsterdam) 323 (2008) 2452 .
[8] F. Becattini et al., Ann. Phys. (Amsterdam) 338 (2013) 32 .
[9] F. Becattini et al., Eur. Phys. J. C75 (2015) 406, 1501.04468.

5

fixed to match the Landau degeneracy factor

B + Rotation = Density !?



Sep. 19 @ Erice

Anomaly

35

Hattori-Yin, 1607.01513

RBRC-1167

Charge redistribution from anomalous magneto-vorticity coupling

Koichi Hattori1, 2 and Yi Yin3

1
Physics Department, Fudan University, Shanghai 200433, China

2
RIKEN-BNL Research Center, Brookhaven National Laboratory, Upton, New York 11973-5000, U.S.A

3
Department of Physics, Brookhaven National Laboratory, Upton, New York 11973-5000, USA

(Dated: July 7, 2016)

We investigate novel transport phenomena in a chiral fluid originated from an interplay between
a vorticity and strong magnetic field, which induces a redistribution of vector charges in the sys-
tem and an axial current along the magnetic field. The corresponding transport coe�cients are
obtained from an energy-shift argument for the chiral fermions in the lowest Landau level (LLL)
due to a spin-vorticity coupling and also from diagrammatic computations on the basis of the linear
response theory. Based on consistent results from the both methods, we observe that the trans-
port coe�cients are proportional to the anomaly coe�cient and are independence of temperature
and chemical potential. We therefore speculate that these transport phenomena are connected to
quantum anomaly.

INTRODUCTION

A number of intensive and extensive studies have
shown that the dynamics of chiral fermions in various
systems manifests itself in anomalous transport phenom-
ena induced by the quantum anomaly. The broad set of
such systems includes the primordial electroweak plasma
in the early universe [1], the QCD matter created in the
relativistic heavy-ion collisions [2], and newly invented
condensed matter systems - Weyl and Dirac semimetals
[3, 4] (see also Refs. [5–7] for recent reviews).

One prominent example of such anomalous trans-
port phenomena is known as the Chiral Magnetic E↵ect
(CME) [8, 9], that is, an induction of a vector (electric)
current in response to a magnetic fieldB. In the presence
of a chirality imbalance quantified by the axial chemical
potential µ

A

, the vector current is induced along B as

j

V,CME = q

f

C

A

µ

A

B , (1)

where q

f

is the electric charge of the chiral fermion and
C

A

= 1/2⇡2 is the nonrenormalizable coe�cient charac-
terizing the chiral anomaly relation

@

µ

j

µ

A

= q

2
f

C

A

E ·B . (2)

The CME current has been investigated by various theo-
ries and methods which consistently confirm Eq. (1) (see
Refs. [5, 9] for reviews). This indicates the universality
of CME attributed to the topological nature of the chiral
anomaly.

It is also known that the magnetic field induces not
only the vector current but also an axial current. Namely,
the Chiral Separation E↵ect (CSE) [10] emerges in the
presence of a vector chemical potential µ

V

as

j

A,CSE = q

f

C

A

µ

V

B . (3)

A vorticity in a chiral fluid plays a similar role as that
of the magnetic field, and hence induces anomalous vec-
tor and axial currents, – this is referred as the Chiral

Vortical E↵ect (CVE) [2, 11–13]. The CME and CVE
have been understood on the equal footing within the
framework of anomalous hydrodynamics from the second
law of thermodynamics [14].
It should be emphasized that the above studies are de-

voted to the separate e↵ects of the magnetic field B or
the vorticity !. In the pioneering hydrodynamic analy-
sis with the anomaly [14], both vorticity and magnetic
field are accounted as the first order in the gradient ex-
pansion. Consequently, the coupling between B and ! is
dropped as a higher-order e↵ect in that systematic frame-
work. However, in the context of magnetohydrodynam-
ics, the magnetic field is not screened in a medium, and
its strength can be much larger than the gradients, sug-
gesting the importance of going beyond the conventional
gradient expansion.
In this letter, we will show that the interplay between

the vorticity and strong magnetic field induces a local
vector charge density

�j

0
V

= q

f

C

A

2
(B · !) , (4)

where the vorticity is defined by ! = 1
2r ⇥ v. Below,

Eq. (4) will be consistently derived both from an analy-
sis of the energy shift by a spin-vorticity coupling in the
lowest Landau level (LLL) and from a diagrammatic com-
putation on the basis of the Kubo formula. Remarkably,
�j

0
V

in Eq. (4) is proportional to anomaly coe�cient C
A

,
and does not depend on temperature and chemical po-
tential. This suggests a connection to the underlying
quantum anomaly as discussed below.
It is worth pointing out that Eq. (4) does not cre-

ate a globe vector charge, i.e.,
R
d

3
x�j

0
V

= 0. This
can be seen as

R
d

3
xB · ! = 1

2

R
d

3
xr · (v ⇥ B) =

1
2

R
@V

dS · (v ⇥B) = 0 for a homogenous magnetic field
B . As usual, we assume that the flow velocity v van-
ishes su�ciently fast at the asymptotic region. Therefore,
Eq. (4) indicates a redistribution of the vector charge in
the system. In general, due to the inherent inhomogene-
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Second, we shall turn to magnetized rotating matter as dis-
cussed in Ref. [28]. under a strong magnetic field, the Landau
wave-function is localized and can be even more squeezed than
the system size if

p
eB � R�1. Then, the boundary e↵ects are

essentially irrelevant. Also, the energy dispersion relation of
fermions with B is Landau-quantized and the dynamics of the
magnetized fermions is dominated by the Landau zero mode,
which is independent of the angluar momentum. This is quite
di↵erent from rotating fermions without B for which the IR
modes are gapped as seen in Eq. (23). Therefore, there always
exist low-energy modes that are Pauli blocked, and thus, with
help of finite B, the rotation comes to a↵ect the system even at
zero temperature. This is an hand-waving explanation for the
reason why it has been observed in Ref. [28] that the rotation
a↵ects the chiral condensate.

Interestingly, in this case too, the quantum anomaly plays
a crucial role. Unlike the temperature for which the gravita-
tional mixed anomaly was relevant, the well-known standard
chiral anomaly in terms of the gauge field is su�cient to un-
derstand how the rotation and the magnetic field can induce
a finite density. To see this explicitly, let us consider a Dirac
fermion in the magnetic field B = B ẑ without rotation. The
Lagrangian density is simply L =  ̄i�i(@i + ieAi) , where Ai =
(0, By/2,�Bx/2, 0) in the symmetric gauge choice. Now, we
shall perform the “Floquet transformation” [13] or go to the ro-
tating frame by changing,

 ! exp(�1�2⌦t/2) , (28)

together with the coordinate transformation by x! (cos⌦t)x�
(sin⌦t)y and y ! (cos⌦t)y + (sin⌦t)y. Then, the Lagrangian
density after the transformations reads,

L =  ̄[i�0@t + i�1(@x + ieBy/2) + i�2(@y � ieBx/2)

+ i�3@z + (⌦/2)�3�5] .
(29)

Here, we can regard the last term proportional to ⌦/2 as an
axial gauge field or the chiral shift [39], and as calculated in
Ref. [12], a finite density is induced from the quantum anomaly
coupled with the chiral shift term and the magnetic field as

nanomaly =
eB⌦
4⇡2 , (30)

which explains the expression for the density obtained in Ref. [31].
In the above discussions one might have realized that Eq. (29)

is not really the Lagrangian density with B in a rotating frame,
in which more terms like ⌦(�x@y + y@x) should appear. These
terms do not enter Eq. (29) because the Floquet transformation
Eq. (28) does not accompany the rotation of the orbital part. In
fact we canshow that the above anomalous density picks up a
contribution from the spin part only.

Because we already know the complete expression for the
thermodynamics potential or the free energy with both B and
⌦ in Ref. [28], it is easy to take its chemical potential deriva-
tive and compute the density. The free energy under strong B

enough to discard the boundary e↵ects reads,

F = � 1
⇡R2

X

q=±

Z 1

�1

dpz

2⇡

1
X

n=0

↵n

⇥
N�n
X

`=�n

⇢" + q⌦ j + qµ
2

+ T ln
⇥

1 + e�("+q⌦ j+qµ)/T ⇤
�

,

(31)

where ↵n = 2 � �n,0, j = ` + 1/2, N = eBR2/2, and " =
q

p2
z + 2neB. By di↵erentiating it with respect to µ and taking

the T ! 0 limit, the number density turns out to be

nanomaly =
⌦

⇡2R2

N
X

`=0

(` + 1/2) =
eB⌦
4⇡2 (N + 1) . (32)

We see that, in addition to the anomaly-induced density in Eq. (30),
we have an extra contribution from the orbital angular momen-
tum `, which makes a contrast to the result in Ref. [31]. What
we can learn from the above exercise is that the rotation can
a↵ect the thermodynamic properties and thus modify the con-
densate if a strong magnetic field is imposed.

We already mentioned that the intermediate region is dif-
ficult to investigate. For the temperature e↵ect, what happens
for T . R�1 still needs careful considerations, and in the same
way for the magnetic e↵ect, it would be a quantitatively sub-
tle question to study the regime for

p
eB . R�1. In most of

physics problems involving quarks and gluons, either T � R�1

(in a quark-gluon plasma) or
p

eB � R�1 (in a neutron star)
would be realized, but for future applications to table-top ex-
periments, a more complete treatment over the whole regime
would become important.
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QCD Scale in HIC!

Chemical freezeout could be shifted to higher density

KF-Mameda (soon)
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Landsteiner-Megias-Pena-Benitez (2011)

A note on “Classifying the topological currents from chiral anomalies”

This is a note on the classification of the topological currents.

I. NOTATIONS AND FORMULAS

The basic properties of the Riemann curvature tensor defined by

R

kji

h

= @

k

�

h

ji

� @

j

�

h

ki

+ �

h

ka

�

a

ji

� �

h

ja

�

a

ki

, (1)

�

i

jk

=

1

2

g

ia

(@

j

g

ka

+ @

k

g

ja

� @

a

g

jk

) , (2)

are, with �

i

jk

= �

i

kj

,

R

kjih

= �R

jkih

, R

kjih

= �R

kjhi

, R

kjih

+R

ikjh

+R

jikh

= 0 . (3)

II. CHIRAL ANOMALIES

The chiral anomaly in four dimensions reads,

r
µ

j

µ

A

= C

F

✏

µ⌫⇢�

F

µ⌫

F

⇢�

+ C

R

✏

µ⌫⇢�

R

↵�

µ⌫

R

⇢�↵�

(4)

From the U(1) gauge sector we can see,

@

µ

j

µ

A

= 4C

F

@

µ

(✏

µ⌫⇢�

A

⌫

@

⇢

A

�

) , (5)

which implies,

j

µ

A

= 4C

F

✏

µ⌫⇢�

A

⌫

F

⇢�

. (6)

This can be decomposed into

j

0
A

= �8C

F

A ·B , j
A

= �8C

F

A0B + 8C

F

A⇥E . (7)

From the gravitational sector we can see,

j

µ

A

= 4C

R

✏

µ⌫⇢�

�

↵

⌫�

⇣
@

⇢

�

�

↵�

+

2

3

�

�

⇢�

�

�

↵�

⌘
. (8)

For a uniformly rotating system we have

�

xtt

= ��

txt

= ��

ttx

= x⌦

2
, �

ytt

= ��

tyt

= ��

tty

= y⌦

2
, �

xyt

= �

xty

= ��

yxt

= ��

ytx

= ⌦ . (9)

If we limit ourselves to the first order terms in ⌦, the non-trivial components are only g

tx

= g

xt

= y⌦ and g

ty

= g

yt

=

�x⌦, and because these are already of order of ⌦, we can simply use up to this linear order,

�

x

yt

= �

x

ty

= �⌦ , �

y

tx

= �

t

xt

= ⌦ , (10)

and this is all. It is easy to write down µ = 0 contributions as

j

0
A

= 8C

R

⌦

�
@

x

�

t

xz

+ @

y

�

t

yz

� @

z

�

t

xx

� @

z

�

t

yy

+ �

t

x�

�

�

xz

+ �

t

y�

�

�

yz

� �

t

z�

�

�

xx

� �

t

z�

�

�

yy

�

= �8C

R

⌦

�
R

zxx

t

+R

zyy

t

�
.

(11)

In the same way we can write down µ = z contribution (that is the most interesting in the sense of the chiral vortical

e↵ect) as

j

z

A

= 8C

R

⌦

�
R

xyx

y

+R

yxy

x

+R

txx

t

+R

tyy

t

�
. (12)

Density and Current from Gauge and Gravitational Anomalies

HIC @ a few GeV (finite-T, µ, B, W)

Experiment to investigate physics  
       of Kerr metric in the Universe

A lot of theoretical works are ongoing now!
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E and inhomogeneous B 
 in the “worldline formalism”
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Initial condition of HIC = Glasma  
(Coherent chromo-E and chromo-B fields)

Quark production from 
  classical fields (not slow!)

Time-dep. E and Space-dep. B  (known) 
Space-dep. E and Time-dep. B  (difficult)

see KF, 1603.02340 [nucl-th]
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Schwinger Mechanism (vacuum) 
Landau-Zener Effect (material)

Insulation breakdown caused by E

E
e+

e�

Suppressed by “activation energy”

⇠ e�⇡m2/(eE) quark mass (hep) 
residual mass (cond-mat)
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Euler-Heisenberg (well-known) Answer

E B
Produced chiral charges  
(particles/anti-particles)  
accelerated by E

Ohm’s current / �E
Topological current / (E ·B)B

=� =

e2EB

(2⇡)2
coth

✓
B⇡

E

◆
exp

✓
�⇡m2

eE

◆

Negative magnetoregistance in Weyl semimetals
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Quark production from CGC not yet fully quantified 
Quark mass dependence not yet systematically studied 

Only available indication so far:2
follows. Choose an antiquark of momentum q and mass
m and solve as a function of time the Dirac equation
with this color field for the spinor ψq(t,x) which in
the distant past is given by the negative energy spinor
ψq(t → −∞,x) = eiq·xv(q). The time integration brings
in positive energy components and consists of three
qualitatively different domains, see Fig. 1. The region

x± < 0 is trivial. The regions marked A(1)
i , A(2)

i can be
dealt with analytically [19] and one obtains an initial
condition for ψq(τ = 0, z,xT ) along the positive light
cones. This rather complicated initial condition, given
explicitly in Eq. (16) of [19], depends on the Wilson
lines U(1)(xT ), U(2)(xT ) corresponding to the gauge
fields of the nuclei, the initial color field Ai(0,xT ) and
on yq,qT , z,xT . The spinor ψq(t,x) at τ > 0 is then
computed by solving the Dirac equation in the given
color field forward in time. Finally, one chooses a quark
momentum p and forms the overlap between a positive
energy spinor2 φp(x) = e−ip·xu(p) and the outcome of
the time evolution of the negative energy spinor in the
distant past:

Mτ (p, q) ≡
∫

τdzd2xT√
τ2 + z2

φ†
p
(τ,x)γ0γτψq(τ,x) . (1)

The overlap is computed at fixed τ , hence the use of γτ ,
γ0γτ = cosh η − γ0γ3 sinh η = exp(−ηγ0γ3). This is also
the reason for the Jacobian factor τdz/

√
τ2 + z2 in the

longitudinal integration. We evaluate Eq. (1) in the 2-
dimensional Coulomb gauge ∂iAi = 0. This is the gauge
condition used in the Abelian case [18] and also the one
used to evaluate the number of gluons in the background
field. Eq. (1) gives us

dN

dy
=

∫

dypd2pT

2 (2π)3
dyqd2qT

2 (2π)3
δ
(

y − yp) |Mτ (p, q)|2 , (2)

the number of quarks of one flavor of mass m per unit
rapidity (since an equal number of antiquarks are pro-
duced, we refer to this quantity as the “number of pairs”
below). Since the gluon fields are η–independent, dN/dy
is independent of y. We shall compute (2) for all τ but it
is only after the “formation time” τ >∼ 1/

√

q2
T + m2 that

the produced antiquarks can reinteract. Since one ex-
pects qT ∼ g2µ, this limit for light quarks is τ >∼ 1/(g2µ).

The parameters of the computation are the coupling g
(constant in this semiclassical set-up; we use the phe-
nomenologically relevant value g = 2, αs = 0.3) the
source density parameter µ (depends on atomic number
A and collision energy

√
s) the nuclear radius RA and the

quark mass m (like with g there is nothing in this semi-
classical set-up which would make m scale dependent).

2 Whether it is justified to use a free spinor at a finite τ in the
presence of the external field merits further study.

0 0.05 0.1 0.15 0.2 0.25
τ [fm]

0
10

0
20

0
30

0
dN

 / 
dy

m = 60 MeV
m = 300 MeV
m = 600 MeV
m = 1.5 GeV
m = 300 MeV *

FIG. 2: Dependence on proper time τ of the number of pairs
per unit rapidity dN/dy for g2µ = 2 GeV and for values of
quark mass marked on the figure. The lowest curve corre-
sponds to g2µ = 1 GeV.

0 0.5 1 1.5
m [GeV]

0
10

0
20

0
30

0
dN

 / 
dy

g2
µ = 2 GeV

g2
µ = 1 GeV

FIG. 3: Dependence of the number of quark pairs on quark
mass at a fixed proper time, τ = 0.25 fm, and for two values
of g2µ.

Two relevant parameter combinations are g2µ and
g2µRA. The first one, g2µ, is the dominant transverse
momentum scale of the classical background field. It
is related to the saturation scale Qs; for kT < Qs the
gluonic system becomes so dense that nonlinear interac-
tions limit the growth of its density, numerically in one
phenomenological model [20] Qs ≈ 0.2 GeVA0.128√s

0.19
,

Qs ≈ 1 GeV at RHIC energies and ≈ 2 GeV at LHC en-
ergies. The dimensionless diluteness parameter g2µRA

determines the importance of nonlinear strong field ef-
fects.

The numerical computation is done on a N2
T NL lattice

so that the total transverse area is (NT a)2 = π(6.7 fm)2,
i.e., the transverse lattice spacing is a = 11.8 fm/NT =
60/NT · 1/GeV. The results presented in this letter have
been obtained with NT = 180, NL = 400, dz = 0.2a and
dτ = 0.02a. At each site one has for each color a spinor
with 4 complex components, i.e., (Nc = 3)×2×4×4 = 96
bytes in single precision, giving a total of 96 ·1802 ·400 =
1.2 GB. This illustrates the memory requirement of the

Gelis-Kajantie-Lappi (2005)

Quark production is very fast 
(comparable to B’s lifetime)

In principle all these (anomaly)  
effects should be included…
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Schutzhold-Gies-Dunne, PRL101, 130404 (2008)

Keldysh (1965) 
     Atomic Ionization favored by time-dep. E 

disfavored by space-dep. E

3

field pulse superimposed by a weak and fast pulse, both
spatially homogeneous,

E(t) =
E

cosh2(Ωt)
ez +

ε

cosh2(ωt)
ez (6)

with ES ≫ E ≫ ε > 0 and m ≫ ω ≫ Ω > 0. With
only one such pulse (say ε = 0), the corresponding pair
creation rate can be computed analytically [10]. For the
superimposed dual-pulse form in (6), we can compute
the pair creation rate semi-classically using an analytic
continuation to Euclidean time x4

A3(x4) = −i
E

Ω
tan(Ωx4) − i

ε

ω
tan(ωx4) , (7)

with the tunneling exponent being related to the ac-
tion of the worldline instanton. Starting with the world-
line representation of the path integral, we may use the
electron mass m as a large parameter for the saddle-
point approximation. The saddle points corresponding
to the tunneling events are word-line instantons xµ =
[0, 0, x3(λ), x4(λ)] which are closed loops in Euclidean
space-time satisfying the equation of motion

(

dx4

dλ

)2

+ q2

(

E tan(Ωx4)

mΩ
+

ε tan(ωx4)

mω

)2

= 1 , (8)

where dλ2 = dx2
3 +dx2

4 is the proper time. This equation
describes the classical motion of a particle in a potential.
For small ε, the second term tan(ωx4) acts as an infinitely
high rectangular well potential and just reflects instanton
trajectories x4(λ) at the walls ωx4 = ±π/2. Between the
walls, we have an approximately harmonic oscillation due
to Ω ≪ ω and thus tan(Ωx4) ≈ Ωx4. The structure
of the solution x4(λ) depends on the combined Keldysh
adiabaticity parameter

γ =
mω

qE
. (9)

Note that the relevant Keldysh parameter in this multi-
scale problem is formed out of the dominant frequency ω
of the fast pulse on the one hand, and the dominant field
strength E of the slow pulse on the other hand. For small
γ ≪ 1, we approach the pure Schwinger limit, whereas
large γ do not correspond to a pure multi-photon regime
[5] as measured in the SLAC E-144 experiment [6]; large
γ still involve both multi-photons of frequency ω as well
as a non-perturbative dependence on E.

For small Keldysh parameters γ < π/2, the instanton
trajectories do not reach the walls and reflection does
not occur, i.e., the tan(ωx4)-term has no impact. In this
case, the weak pulse is too slow to create pairs signifi-
cantly and we essentially reproduce Schwinger’s result.
Beyond this threshold, γ > π/2, however, the instanton
trajectories x4(λ) change due to reflection at the walls,
and the instanton action becomes modified

Ainst = m

∮

dλ

(

dx4

dλ

)2

= 4m

λ∗
∫

0

(

dx4

dλ

)2

(10)

due to the reflection points at

λ∗ =
m

qE
arcsin

(

π

2γ

)

. (11)

Consequently, we obtain (for γ ≥ π/2)

Ainst ≈
m2

qE

[

2 arcsin

(

π

2γ

)

+
π

2γ2

√

4γ2 − π2

]

. (12)
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FIG. 2: Plots of the instanton action [in units of m2/(qE)]
for the electric field in (6), computed using the wordline in-
stanton method, and plotted as a function of the combined
Keldysh parameter γ defined in (9). The upper [red] dots
correspond to ω = 100Ω and E = 100ε, while the lower [blue]
dots correspond to ω = 10Ω and E = 10ε. The solid lines
show the Schwinger value of π, estimated in the text to be
valid for γ < π/2, and the expression (12), estimated in the
text to be valid for γ > π/2. The numerical results agree very
well with these estimates in the relevant limit where E ≫ ε
and ω ≫ Ω.

At the threshold, γ = π/2, we reproduce the Schwinger
value Ainst = πm2/(qE), as one would expect. Above
the threshold, γ > π/2, the instanton action Ainst de-
creases significantly. For example, for γ = π, it is re-
duced by about 40%. For γ → ∞, it decays as 1/γ
in agreement with the expected multi-photon behav-
ior [5]. For larger ε, the threshold behavior becomes
smoother, see Fig. 2. Since the pair creation probabil-
ity, determined by the imaginary part of the effective
action Γ[Aµ] = −i ln ⟨in|out⟩, depends exponentially on
the instanton action, i.e., the saddle-point value

ℑ(Γ[Aµ]) ∼ exp{−Ainst} , (13)

such a reduction of Ainst implies a drastic enhancement of
the pair creation probability ℑ(Γ[Aµ]); e.g., a reduction
of 40% in the exponent could make the difference between
a suppression of 10−10 and 10−6, which could mean a
few electron-positron pairs per day, instead of one per
year. Of course, one could also reduce Ainst by a factor
of two via doubling the field E. However, such strong
fields are at the edge of present experimental capabilities
and focusing two ultra-high intensity pulses into the same
space-time region is much harder than superimposing the

Strong / Slow Weak / Fast

� ⌘ m!

eE
Keldysh Parameter

⇡m2

eE
! m2

eE


2 arcsin

✓
⇡

2�

◆
+

⇡

2�2

p
4�2 � ⇡2

�



Sep. 19 @ Erice

Worldline Formalism

43
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3

field pulse superimposed by a weak and fast pulse, both
spatially homogeneous,

E(t) =
E

cosh2(Ωt)
ez +

ε

cosh2(ωt)
ez (6)

with ES ≫ E ≫ ε > 0 and m ≫ ω ≫ Ω > 0. With
only one such pulse (say ε = 0), the corresponding pair
creation rate can be computed analytically [10]. For the
superimposed dual-pulse form in (6), we can compute
the pair creation rate semi-classically using an analytic
continuation to Euclidean time x4

A3(x4) = −i
E

Ω
tan(Ωx4) − i

ε

ω
tan(ωx4) , (7)

with the tunneling exponent being related to the ac-
tion of the worldline instanton. Starting with the world-
line representation of the path integral, we may use the
electron mass m as a large parameter for the saddle-
point approximation. The saddle points corresponding
to the tunneling events are word-line instantons xµ =
[0, 0, x3(λ), x4(λ)] which are closed loops in Euclidean
space-time satisfying the equation of motion

(

dx4

dλ

)2

+ q2

(

E tan(Ωx4)

mΩ
+

ε tan(ωx4)

mω

)2

= 1 , (8)

where dλ2 = dx2
3 +dx2

4 is the proper time. This equation
describes the classical motion of a particle in a potential.
For small ε, the second term tan(ωx4) acts as an infinitely
high rectangular well potential and just reflects instanton
trajectories x4(λ) at the walls ωx4 = ±π/2. Between the
walls, we have an approximately harmonic oscillation due
to Ω ≪ ω and thus tan(Ωx4) ≈ Ωx4. The structure
of the solution x4(λ) depends on the combined Keldysh
adiabaticity parameter

γ =
mω

qE
. (9)

Note that the relevant Keldysh parameter in this multi-
scale problem is formed out of the dominant frequency ω
of the fast pulse on the one hand, and the dominant field
strength E of the slow pulse on the other hand. For small
γ ≪ 1, we approach the pure Schwinger limit, whereas
large γ do not correspond to a pure multi-photon regime
[5] as measured in the SLAC E-144 experiment [6]; large
γ still involve both multi-photons of frequency ω as well
as a non-perturbative dependence on E.

For small Keldysh parameters γ < π/2, the instanton
trajectories do not reach the walls and reflection does
not occur, i.e., the tan(ωx4)-term has no impact. In this
case, the weak pulse is too slow to create pairs signifi-
cantly and we essentially reproduce Schwinger’s result.
Beyond this threshold, γ > π/2, however, the instanton
trajectories x4(λ) change due to reflection at the walls,
and the instanton action becomes modified

Ainst = m

∮

dλ

(

dx4

dλ

)2

= 4m

λ∗
∫

0

(

dx4

dλ

)2

(10)

due to the reflection points at

λ∗ =
m

qE
arcsin

(

π

2γ

)

. (11)

Consequently, we obtain (for γ ≥ π/2)

Ainst ≈
m2

qE

[

2 arcsin

(

π

2γ

)

+
π

2γ2

√

4γ2 − π2

]

. (12)
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FIG. 2: Plots of the instanton action [in units of m2/(qE)]
for the electric field in (6), computed using the wordline in-
stanton method, and plotted as a function of the combined
Keldysh parameter γ defined in (9). The upper [red] dots
correspond to ω = 100Ω and E = 100ε, while the lower [blue]
dots correspond to ω = 10Ω and E = 10ε. The solid lines
show the Schwinger value of π, estimated in the text to be
valid for γ < π/2, and the expression (12), estimated in the
text to be valid for γ > π/2. The numerical results agree very
well with these estimates in the relevant limit where E ≫ ε
and ω ≫ Ω.

At the threshold, γ = π/2, we reproduce the Schwinger
value Ainst = πm2/(qE), as one would expect. Above
the threshold, γ > π/2, the instanton action Ainst de-
creases significantly. For example, for γ = π, it is re-
duced by about 40%. For γ → ∞, it decays as 1/γ
in agreement with the expected multi-photon behav-
ior [5]. For larger ε, the threshold behavior becomes
smoother, see Fig. 2. Since the pair creation probabil-
ity, determined by the imaginary part of the effective
action Γ[Aµ] = −i ln ⟨in|out⟩, depends exponentially on
the instanton action, i.e., the saddle-point value

ℑ(Γ[Aµ]) ∼ exp{−Ainst} , (13)

such a reduction of Ainst implies a drastic enhancement of
the pair creation probability ℑ(Γ[Aµ]); e.g., a reduction
of 40% in the exponent could make the difference between
a suppression of 10−10 and 10−6, which could mean a
few electron-positron pairs per day, instead of one per
year. Of course, one could also reduce Ainst by a factor
of two via doubling the field E. However, such strong
fields are at the edge of present experimental capabilities
and focusing two ultra-high intensity pulses into the same
space-time region is much harder than superimposing the

Potential energy reads: /

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⌦
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3

field pulse superimposed by a weak and fast pulse, both
spatially homogeneous,

E(t) =
E

cosh2(Ωt)
ez +

ε

cosh2(ωt)
ez (6)

with ES ≫ E ≫ ε > 0 and m ≫ ω ≫ Ω > 0. With
only one such pulse (say ε = 0), the corresponding pair
creation rate can be computed analytically [10]. For the
superimposed dual-pulse form in (6), we can compute
the pair creation rate semi-classically using an analytic
continuation to Euclidean time x4

A3(x4) = −i
E

Ω
tan(Ωx4) − i

ε

ω
tan(ωx4) , (7)

with the tunneling exponent being related to the ac-
tion of the worldline instanton. Starting with the world-
line representation of the path integral, we may use the
electron mass m as a large parameter for the saddle-
point approximation. The saddle points corresponding
to the tunneling events are word-line instantons xµ =
[0, 0, x3(λ), x4(λ)] which are closed loops in Euclidean
space-time satisfying the equation of motion

(

dx4

dλ

)2

+ q2

(

E tan(Ωx4)

mΩ
+

ε tan(ωx4)

mω

)2

= 1 , (8)

where dλ2 = dx2
3 +dx2

4 is the proper time. This equation
describes the classical motion of a particle in a potential.
For small ε, the second term tan(ωx4) acts as an infinitely
high rectangular well potential and just reflects instanton
trajectories x4(λ) at the walls ωx4 = ±π/2. Between the
walls, we have an approximately harmonic oscillation due
to Ω ≪ ω and thus tan(Ωx4) ≈ Ωx4. The structure
of the solution x4(λ) depends on the combined Keldysh
adiabaticity parameter

γ =
mω

qE
. (9)

Note that the relevant Keldysh parameter in this multi-
scale problem is formed out of the dominant frequency ω
of the fast pulse on the one hand, and the dominant field
strength E of the slow pulse on the other hand. For small
γ ≪ 1, we approach the pure Schwinger limit, whereas
large γ do not correspond to a pure multi-photon regime
[5] as measured in the SLAC E-144 experiment [6]; large
γ still involve both multi-photons of frequency ω as well
as a non-perturbative dependence on E.

For small Keldysh parameters γ < π/2, the instanton
trajectories do not reach the walls and reflection does
not occur, i.e., the tan(ωx4)-term has no impact. In this
case, the weak pulse is too slow to create pairs signifi-
cantly and we essentially reproduce Schwinger’s result.
Beyond this threshold, γ > π/2, however, the instanton
trajectories x4(λ) change due to reflection at the walls,
and the instanton action becomes modified

Ainst = m

∮

dλ

(

dx4

dλ

)2

= 4m

λ∗
∫

0

(

dx4

dλ

)2

(10)

due to the reflection points at

λ∗ =
m

qE
arcsin

(

π

2γ

)

. (11)

Consequently, we obtain (for γ ≥ π/2)

Ainst ≈
m2

qE

[

2 arcsin

(

π

2γ

)

+
π

2γ2

√

4γ2 − π2

]

. (12)
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FIG. 2: Plots of the instanton action [in units of m2/(qE)]
for the electric field in (6), computed using the wordline in-
stanton method, and plotted as a function of the combined
Keldysh parameter γ defined in (9). The upper [red] dots
correspond to ω = 100Ω and E = 100ε, while the lower [blue]
dots correspond to ω = 10Ω and E = 10ε. The solid lines
show the Schwinger value of π, estimated in the text to be
valid for γ < π/2, and the expression (12), estimated in the
text to be valid for γ > π/2. The numerical results agree very
well with these estimates in the relevant limit where E ≫ ε
and ω ≫ Ω.

At the threshold, γ = π/2, we reproduce the Schwinger
value Ainst = πm2/(qE), as one would expect. Above
the threshold, γ > π/2, the instanton action Ainst de-
creases significantly. For example, for γ = π, it is re-
duced by about 40%. For γ → ∞, it decays as 1/γ
in agreement with the expected multi-photon behav-
ior [5]. For larger ε, the threshold behavior becomes
smoother, see Fig. 2. Since the pair creation probabil-
ity, determined by the imaginary part of the effective
action Γ[Aµ] = −i ln ⟨in|out⟩, depends exponentially on
the instanton action, i.e., the saddle-point value

ℑ(Γ[Aµ]) ∼ exp{−Ainst} , (13)

such a reduction of Ainst implies a drastic enhancement of
the pair creation probability ℑ(Γ[Aµ]); e.g., a reduction
of 40% in the exponent could make the difference between
a suppression of 10−10 and 10−6, which could mean a
few electron-positron pairs per day, instead of one per
year. Of course, one could also reduce Ainst by a factor
of two via doubling the field E. However, such strong
fields are at the edge of present experimental capabilities
and focusing two ultra-high intensity pulses into the same
space-time region is much harder than superimposing the
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B(x) = B sech2(x1)e3

Solvable example:

In more general:

3

where we defined; g̃(p2, eB,,�) ⌘ 4(✏� +
✏+)3/[(p2 eB)2�6(✏�+✏+)4] and the dimensionless dis-
persion relations are ✏±(�) ⌘ (2)�1

p
(p2 ± eB/)2 � �,

and  (x) represents the digamma function. What is
necessary for our present purpose is to locate the poles
of g±(�) and they are identified from the properties of
the j = �1 digamma function. After some procedures
we have discovered the explicit form of the eigenvalue
spectrum as

�±n = p22


1� (eB)2

(2ñ� |2/2± eB|)2

�
± eB

�
✓
2ñ2 � 2ñ

���
2

2
± eB

���+
2

4

◆
, (11)

where a half integer ñ ⌘ n+1/2 ranges with n 2 [0, | 12 ±
eB
2 |� 1

2�
q

p2eB
3 ) for �±n . Because we are interested in the

exponential damping for large T , the first term / p22 can
be dropped because the p2-integration gives rise to not
an exponential but a power-law damping factor. Also, we
particularly consider a strong-B situation with eB � 2,
and then the above eigenvalues simplify as

�±n ' 2ñeB ± eB � 2
⇣
ñ⌥ 1

2

⌘2
. (12)

As we described before, in the presence of the electric
field, the T -integral can be approximately evaluated at
the stationary point and the smallest �±n would dominate.
Thus, the contributions from n = 0 are the most relevant
for our consideration; among �+0 = 2eB > 0 and ��0 =
�2 < 0 the latter one which is negative has the largest
contribution.

It is a quite profound observation that a negative eigen-
value appears, that is, at least one eigenstate of the
Hamiltonian (8) is a bound state, which we can also
intuitively understand from the potential shape of the
Hamiltonian (8). Similarly, in an inhomogeneous mag-
netic field setup – a magnetic flux tube with finite radius
– a negative-energy eigenstate was found in Ref. [25].
In view of the e↵ective action (1), such an exponential

damping factor of e���
0 T should be interpreted as an ef-

fective mass shift as

m2 ! m̃2 = m2 � 2 . (13)

We note that in this work we call m̃ an e↵ective mass,
while we use a similar terminology, a dynamical mass, to
mean a mass determined by the e↵ective potential. We
strictly distinguish them.

We will discuss intriguing physical implications from
the above mass shift, but before doing this, let us confirm
that this type of the mass shift is not a peculiar result
from a special choice (6) but a robust result using an
approximated treatment as

B(x) '
⇥
B �B2(x2

1 + x2
2)
⇤
e3 , (14)

A(x) ' B

2
(x1e2 � x2e1) , (15)

for small enough . One might think that cubic terms
in A(x) should be necessary for consistency with B(x),
but we can neglect them in the Gaussian approximation.
Actually, the path integral with respect to x1 and x2 in
Eq. (4) is Gaussian with the above truncation, and after
the integration we reach,

KB =
X
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Expanding the above in terms of 2/eB ⌧ 1 and noting
that ± makes the same contribution, we arrive at the
following simple form:

KB ' eB

4⇡
e

2T coth(eBT ) , (17)

and this again leads to an e↵ective mass shift by m2 !
m̃2. Now we can conclude that such a mass shift is a
robust feature associated with inhomogeneous magnetic
background. In what follows we address some physical
applications of the mass shift.

Spatially Assisted Schwinger Mechanism: The evalu-
ation of KE is a well-known computation and we quickly
look over key equations here. The vector potential is sup-
posed to have both terms of a constant electric field and
a small perturbation (with e"! ⌧ eE) as

A3(x4) = �iEx4 � i" tan(!x4) . (18)

Hereafter we use a rescaled proper time; ⌧ = Tu. After
this rescaling, the T -dependence in KE appears only in
the coe�cient of ẋ2

3+ẋ2
4, where ẋ3,4 ⌘ dx3,4/du. Because

of the mass shift, the stationary point [23] is modified
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3 + ẋ2

4)/(2m̃). Then, regardless of the
concrete choice of the gauge potential, we can understand
that ẋ2
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4 is independent of u (or ⌧) from the equations

of motion, namely, ẋ2
3 + ẋ2
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n and Cn = 2n⇡m/(eE)

is found where n refers to the instanton number. By
taking the n = 1 contribution we can get KE from the
corresponding instanton action, and moreover, using the
expression (17), we can eventually get the particle pro-
duction rate with the dynamically assisting E and the
spatially assisting B as
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To have more insight, we make plots in Figs. 1 and
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and  (x) represents the digamma function. What is
necessary for our present purpose is to locate the poles
of g±(�) and they are identified from the properties of
the j = �1 digamma function. After some procedures
we have discovered the explicit form of the eigenvalue
spectrum as
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exponential damping for large T , the first term / p22 can
be dropped because the p2-integration gives rise to not
an exponential but a power-law damping factor. Also, we
particularly consider a strong-B situation with eB � 2,
and then the above eigenvalues simplify as
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As we described before, in the presence of the electric
field, the T -integral can be approximately evaluated at
the stationary point and the smallest �±n would dominate.
Thus, the contributions from n = 0 are the most relevant
for our consideration; among �+0 = 2eB > 0 and ��0 =
�2 < 0 the latter one which is negative has the largest
contribution.

It is a quite profound observation that a negative eigen-
value appears, that is, at least one eigenstate of the
Hamiltonian (8) is a bound state, which we can also
intuitively understand from the potential shape of the
Hamiltonian (8). Similarly, in an inhomogeneous mag-
netic field setup – a magnetic flux tube with finite radius
– a negative-energy eigenstate was found in Ref. [25].
In view of the e↵ective action (1), such an exponential

damping factor of e���
0 T should be interpreted as an ef-

fective mass shift as

m2 ! m̃2 = m2 � 2 . (13)

We note that in this work we call m̃ an e↵ective mass,
while we use a similar terminology, a dynamical mass, to
mean a mass determined by the e↵ective potential. We
strictly distinguish them.

We will discuss intriguing physical implications from
the above mass shift, but before doing this, let us confirm
that this type of the mass shift is not a peculiar result
from a special choice (6) but a robust result using an
approximated treatment as

B(x) '
⇥
B �B2(x2

1 + x2
2)
⇤
e3 , (14)

A(x) ' B

2
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for small enough . One might think that cubic terms
in A(x) should be necessary for consistency with B(x),
but we can neglect them in the Gaussian approximation.
Actually, the path integral with respect to x1 and x2 in
Eq. (4) is Gaussian with the above truncation, and after
the integration we reach,

KB =
X

±

eB

8⇡
·

e±eBT
q
1⌥ 22

eB

sinh
�
eBT

q
1⌥ 22

eB

� . (16)

Expanding the above in terms of 2/eB ⌧ 1 and noting
that ± makes the same contribution, we arrive at the
following simple form:

KB ' eB

4⇡
e

2T coth(eBT ) , (17)

and this again leads to an e↵ective mass shift by m2 !
m̃2. Now we can conclude that such a mass shift is a
robust feature associated with inhomogeneous magnetic
background. In what follows we address some physical
applications of the mass shift.

Spatially Assisted Schwinger Mechanism: The evalu-
ation of KE is a well-known computation and we quickly
look over key equations here. The vector potential is sup-
posed to have both terms of a constant electric field and
a small perturbation (with e"! ⌧ eE) as

A3(x4) = �iEx4 � i" tan(!x4) . (18)

Hereafter we use a rescaled proper time; ⌧ = Tu. After
this rescaling, the T -dependence in KE appears only in
the coe�cient of ẋ2

3+ẋ2
4, where ẋ3,4 ⌘ dx3,4/du. Because

of the mass shift, the stationary point [23] is modified

as T ⇤ =
qR 1

0 du (ẋ2
3 + ẋ2

4)/(2m̃). Then, regardless of the
concrete choice of the gauge potential, we can understand
that ẋ2

3+ẋ2
4 is independent of u (or ⌧) from the equations

of motion, namely, ẋ2
3 + ẋ2

4 = C2
n and Cn = 2n⇡m/(eE)

is found where n refers to the instanton number. By
taking the n = 1 contribution we can get KE from the
corresponding instanton action, and moreover, using the
expression (17), we can eventually get the particle pro-
duction rate with the dynamically assisting E and the
spatially assisting B as

w(!,) =
e2EB

(2⇡)2
coth

✓
⇡B

E

◆
e�Sinst(!,) , (19)

where, for the modified Keldysh parameter �̃ ⌘
m̃!/(eE) � ⇡/2, the instanton action reads,

Sinst(!,) =
2m̃2

eE

"
arcsin

⇣ ⇡

2�̃

⌘
+

⇣ ⇡

2�̃

⌘r
1�

⇣ ⇡

2�̃

⌘#
.

(20)
To have more insight, we make plots in Figs. 1 and

2 to show w(!,) in Eq. (19) as a function of ! and

Copinger-KF (2016)
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FIG. 1. Pair production rate with the dynamically assisting
E with frequency ! and the spatially assisting B with wave-
number  in unit of the particle mass m, where we chose
eE = eB = 10�2m2.

FIG. 2. The same as Fig. 1, where we chose eE = eB = m2.

 for di↵erent E and B. It should be noted that in
the absence of any electric field we cannot see pair pro-
duction coming solely from the spatially inhomogeneous
magnetic field. Strictly speaking, our expanded result
makes sense under the condition, 2 ⌧ eB, and if  ⇠ m
and eE ⌧ m2 as is the case in the laser experiment, we
require eB � eE. However, we should be aware that we
can have an unexpanded result for the Sauter-type po-
tential (6) (which will be reported in more details in a
follow-up) and 2 ⌧ eB is not mandatory for the Spa-
tially Assisted Schwinger Mechanism. Here, to discuss
qualitative characters, we adopt eE = eB for Figs. 1 and
2. From Fig. 1 with eE = eB < m2 (which would be
more relevant to the laser experiment) we see that the
dynamically assisting e↵ect has a larger slope at small
! but gets saturated soon with increasing !, while the
spatially assisting e↵ect has rather opposite behavior. In
contrast to this, as seen in Fig. 2 with eE = eB & m2

(which would be more relevant to the nucleus collision
experiment), �̃ is smaller, and the dynamically assisting
e↵ect becomes minor, but the spatially assisting e↵ect
remains prominent.

We note that standing-waves of hard X-rays could in
principle realize  ⇠ me = 511 keV, and furthermore,
in nucleus collision experiment  originates from the

chromo-magnetic fields whose typical scale is given by
the saturation scale Qs ⇠ 2 GeV (see Ref. [26] for recent
reviews) that is thousands times greater than masses of
quarks and gluons.

Spatially Assisted Magnetic Catalysis: An interesting
question is; what happens if 2 > m2 or m̃2 < 0? Actu-
ally, as mentioned above, this is the case in the nucleus
collision. Also in the laser experiment, such a situation
could be realized by means of the Weyl/Dirac semimet-
als in which fermions are nearly gapless and 2 > m2

is easily achieved. It would be important to note that
m̃2 < 0 is not an artifact of our approximation; in prin-
ciple we could think of a massless theory for which an
infinitesimal  would realize m̃2 < 0. Then, we immedi-
ately notice that the T -integration no longer converges.
What is the remedy for this apparent breakdown?
We shall point out that the naive calculation of w with

a fixed m should hold only transiently once we take ac-
count of interaction e↵ects, because we then consider
the particle production problem on a wrong vacuum.
To illustrate this, we could have utilized an interacting
fermionic model such as the Nambu–Jona-Lasinio model,
but here let us give a general and thus robust argument
with the Ginzburg-Landau type e↵ective potential. For
interacting fermions m should be promoted to be an in-
medium mass or dynamical mass M , so that M should
be self-consistently determined by the gap equation. Let
us suppose that the gap equation follows from the min-
imum of an e↵ective potential whose Ginzburg-Landau
expansion is V (M2) = a(M2 � m2

0)
2 with a > 0 and

m0 > m. Then, naturally, the vacuum (ground state)
should favor M2 = m2

0 to minimize the system energy.
From this point of view, a shift in Eq. (13) implies that
the vacuum should be reorganized to result in an addi-
tional mass; M2 = m2

0+
2 > m2

0. Because the dynamical
mass originates from a condensate of fermion and anti-
fermion (i.e. ⇠ h ̄ i), we can rephrase our finding as an
enhanced condensate by finite , and this can be phys-
ically interpreted as a novel realization of the Magnetic
Catalysis assisted by spatial modulation. See Ref. [21]
for analogous discussions.

Spatially Assisted Chiral Magnetic E↵ect: A clean ex-
perimental environment for the detection of the chiral
magnetic e↵ect is a Dirac semimetal in a parallel E and
B [27]. Non-zero chirality is generated by E ·B 6= 0 ac-
cording to w in Eq. (5), which together with B produces
a topological current / wB ⇠ EB2 with an exponential
suppression factor; see Ref. [10] for an explicit form. The
induced current is balanced between the production rate
w and the relaxation time ⌧ , and thus a dynamically and
spatially assisted w would increase the balanced value of
the topological current by an exponential factor with the
residual Dirac mass replaced with the shifted one accord-
ing to Eq. (13), which should be advantageous for more
precise measurements of the electric conductivity.

Time-dep. ESpace-dep. B
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T-integration does not converge…  
Dynamical mass should be generated 
Chiral symmetry MUST be broken

2 > m2 (m̃2 < 0)

Qs > mq → explosive quark production 
Forming condensate to make quarks as  
                       massive as Qs ~ a few GeV  
          (or fields decay before that)
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Summary

Strong B in Heavy-Ion Collisions 
□ Life-time depends on electric conductivity 
□ May survive better at high density ? 
□ Observables at freezeout affected (~magnetometer) 
Strong B and Rotation in Heavy-Ion Collisions 
□ Rotation NOT decay inducing anomalous effects 
Strong B and Rotation in Neutron Stars 
□ Chiral condensate and thus EoS affected MUCH! 
Strong (chromo) B and Inhomogeneity in CGC  

  in Heavy-Ion Collisions 
□ Quark production in CGC (not slow but fast process)
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